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A B S T R A C T   

Green plastic cover (GPC) is a kind of green plastic fine mesh primarily used for covering construction sites and 
mitigating large amounts of dust during construction. Accurate GPC detection is vital for monitoring urban 
environment and understanding urban development. Convolutional neural network (CNN)-based segmentation 
methods are widely used for detecting object extents, while they rely on high-quality pixel-level labels with high 
acquisition cost. In this regard, weakly supervised learning can achieve pixel-level segmentation using only 
image-level labels, by first generating the class activation map (CAM) to obtain initial pixel-level labels and then 
applying the CNN-based segmentation methods to detect object extents. However, these initial labels are usually 
incomplete and noisy, caused by the local high response property of CAM. Moreover, the CNN-based segmen
tation methods often lead to blurry object boundaries due to the gradual down-sampling of feature maps, and 
meanwhile suffer from the class imbalance problem in real scenarios. Given these problems, we introduce weakly 
supervised learning into GPC detection to lower the label acquisition cost. Furthermore, to improve the 
completeness and correctness of initial labels and mitigate the blurry boundary problem, we propose a coarse-to- 
fine weakly supervised segmentation method (called CFWS), consisting of three steps: 1) object-based label 
extraction; 2) noisy label correction; and 3) boundary-aware semantic segmentation. Moreover, to alleviate the 
class imbalance problem, we propose a classification-then-segmentation strategy and integrate it into the CFWS 
to detect GPC. We test the CFWS on two datasets from Google Earth and Gaofen-2 high-resolution images, 
respectively. The results show that the CFWS obtains more complete GPCs and effectively retains boundaries on 
both datasets compared to existing state-of-the-art methods. In real scenarios, the classification-then- 
segmentation strategy significantly reduces a large number of false alarms generated by direct segmentation. 
These findings confirm that the CFWS holds great potentials for large-scale GPC detection and urban environ
mental monitoring. The source code will be available at https://github.com/lauraset/Coarse-to-fine-weakly- 
supervised-GPC-segmentation.   

1. Introduction 

Globally, urban areas are expanding, mainly influenced by popula
tion growth, urban–rural migration, and wealth growth (van Vliet et al., 
2017). For example, since the reform and opening up, China is experi
encing rapid urban development, accompanied by a large amount of 
urban infrastructure construction (Li et al., 2017; Yu, 2021). Urban 
construction usually produces large amounts of bare land, resulting in 
serious urban dust. Urban dust contains inhalable suspended particles, 
such as PM10 and PM2.5, which seriously pollute the air and thus 
endanger human health (Jiang et al., 2018; Yang et al., 2020). In this 

context, the environmental protection department requires that con
struction sites should be covered with green plastic cover (GPC). GPC is 
a kind of green plastic fine mesh and its color is environmentally 
friendly. The use of GPC can effectively alleviate urban dust pollution 
and meet environmental requirements. Therefore, accurate GPC detec
tion is vital for monitoring urban environment and understanding urban 
development. However, to the authors’ knowledge, few studies focus on 
GPC detection. 

High-resolution remote sensing images, e.g., WorldView, IKONOS, 
ZY-3, and GF-2, offer an effective tool for GPC detection, and their rich 
spatial details make fine-scale urban observations possible (Bellens 
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et al., 2008; Huang et al., 2020; Taubenböck et al., 2018). Recently, 
convolutional neural networks (CNNs), a kind of deep learning net
works, can automatically learn multi-level features from high-resolution 
images, and have been widely applied to urban-related studies (Cao and 
Huang, 2021; Srivastava et al., 2019; Volpi and Tuia, 2016). For se
mantic segmentation tasks, i.e., assigning a category label to each pixel, 
the performance of CNNs heavily relies on high-quality pixel-level labels 
to optimize the network parameters. However, acquiring pixel-level 
labels is generally time-consuming and labor-intensive. One possible 
solution is to use weak labels, such as image-level labels (i.e., one image 
corresponds to one or multiple category labels) (Kolesnikov and Lamp
ert, 2016), point labels (Bearman et al., 2016), scribbles (Lin et al., 
2016), and bounding boxes (Khoreva et al., 2017). Since image-level 
labels are easier to obtain compared to other ones, this study focuses 
on weakly supervised semantic segmentation using image-level labels. 

Image-level labels only provide information about the class of objects 
contained in the image, without specifying the spatial location of the 
objects, making it difficult for weakly supervised segmentation to ach
ieve the same results as fully supervised segmentation with pixel-level 
pixels. The image-level weakly supervised segmentation method usu
ally consists of two steps: 1) training image classification networks (e.g., 
CNNs) with image-level labels to obtain the class activation map (CAM) 
with the capability of object localization (Zhou et al., 2016), and then 
generating pseudo labels by the CAM thresholding; 2) using the pseudo 
labels to train a conventional semantic segmentation network to obtain 
object regions (Chan et al., 2021). The key of this method is how to 
obtain complete objects. In this regard, plenty of approaches have been 
widely explored in the computer vision domain (Ahn et al., 2019; Huang 
et al., 2018; Jo and Yu, 2021; Kolesnikov and Lampert, 2016; Wang 
et al., 2020). Although these methods perform well on natural images, 
they cannot be blindly applied to high-resolution remote sensing images 
(Chan et al., 2021), since the latter exhibit larger spectral and spatial 
heterogeneity, have more ambiguous boundaries, and are more sensitive 
to atmosphere and solar illumination. Therefore, it is essential to design 
weakly supervised semantic segmentation methods suited for high- 
resolution remote sensing images. 

Given the characteristics of images and research objects, existing 
studies have successfully applied image-level weakly supervised seg
mentation techniques to high-resolution remote sensing images (Ali 
et al., 2020; Chen et al., 2020; Li et al., 2021; Zhang et al., 2020, 2021). 
For instance, Nivaggioli and Randrianarivo (2019) successfully adapted 
the AffinityNet and the random walk algorithm (Ahn and Kwak, 2018) 
for expanding initial labels from CAM thresholding to land cover clas
sification. J. Chen et al. (2020) designed a super-pixel pooling layer to 
retain building boundaries, and then trained a boundary-aware building 
segmentation network by using initial labels from CAM thresholding. Li 
et al. (2021) obtained the initial building labels by CAM thresholding 
and CRF (conditional random field) segmentation (Krähenbühl and 
Koltun, 2011), and then applied them to optimize a building segmen
tation network. Although these methods are effective in detecting rele
vant objects, they cannot be directly used to green plastic cover (GPC) 
detection. Specifically, in this study, GPC is sparsely distributed, irreg
ularly shaped, and usually green in color. These characteristics signifi
cantly distinguish GPC from other classes such as buildings and 
residential areas. However, few studies have focused on GPC extraction. 
Moreover, when we apply the aforementioned weakly supervised 
methods into GPC extraction, they exhibit three limitations:  

1) The local high response property of CAM and the potential noisy labels. At 
the stage of obtaining initial labels, CAM generally has a high 
response to the most discriminative regions (Kolesnikov and Lamp
ert, 2016; Zhou et al., 2016), making it difficult to identify complete 
objects. The direct use of the initial labels from CAM can introduce 
noise and reduce the generalization performance of networks, due to 
the fact that deep networks have the powerful learning ability and 
can even fit corrupted labels (Song et al., 2020). Thus, some 

researchers have used the noisy label learning technique to mitigate 
the impact of label noise, such as noise-robust loss function (Oh et al., 
2021; Zhang and Sabuncu, 2018), sample selection via multi- 
network learning (Han et al., 2018), label correction (Dong et al., 
2021; Yi and Wu, 2019). Although the noisy label learning can 
alleviate the impact brought by label noise to some extent, it relies 
heavily on the quality of initial labels and hence obtaining complete 
objects is still difficult.  

2) The blurry boundary problem in the semantic segmentation. Commonly 
used semantic segmentation networks are based on the encoder- 
decoder structure, such as U-Net (Ronneberger et al., 2015), Seg
Net (Badrinarayanan et al., 2017), and DeepLabv3+ (Chen et al., 
2018). However, the gradual down-sampling of feature maps in the 
encoder can lose high-frequency spatial details, leading to blurry 
object boundaries. In this regard, a common coping strategy is to 
explicitly guide the model to focus on boundaries using a reference 
boundary map (Jung et al., 2021; A. Li et al., 2021; Marmanis et al., 
2018). Although this strategy can improve the object boundary ac
curacy, it usually relies on high-quality pixel-level boundary labels, 
which are difficult to obtain in the case of weakly supervised learning 
with only coarse labels. For the green plastic cover (GPC), owing to 
its irregular shape, the loss of spatial details and coarse labels (e.g., 
image-level labels) increase the difficulty of accurately identifying 
GPC.  

3) The class imbalance problem. In real application scenarios, semantic 
segmentation models can be affected by the class imbalance prob
lem. Taking GPC for example, it is mainly distributed in the inner city 
and the urban–rural zone with diverse and complex backgrounds, 
and merely occupies relatively small areas. These properties easily 
lead to numerous false alarms and omissions in the segmentation 
model, which significantly increases the intensity of manual post- 
processing. To mitigate the class imbalance problem, most of exist
ing algorithms focus on the model training stage, such as under
sampling, oversampling, and cost sensitive learning (Buda et al., 
2018; Johnson and Khoshgoftaar, 2019; Kellenberger et al., 2018; 
Yessou et al., 2020). Note that these methods can be directly applied 
to real scenarios once the model training is completed, which may 
cause numerous false alarms and omissions when the distributions of 
the training set and the real scenarios are obviously different. 
However, this issue is less considered in existing literature. In this 
study, the sparse spatial distribution of GPC makes it necessary to 
consider the class imbalance problem. 

Given these problems, we propose a coarse-to-fine weakly supervised 
segmentation method (called CFWS), and apply it to GPC extraction 
using high-resolution remote sensing images. We present an effective 
way for the environmental monitoring of urban construction sites. The 
CFWS mainly consists of three steps: 1) we generate the initial pixel- 
level GPC labels by using a classification network with image-level la
bels (i.e., coarse labels) and an unsupervised image segmentation 
technique; 2) subsequently, we perform noisy label correction on the 
initial labels to remove potential label noise and obtain the refined labels 
(i.e., fine labels); 3) we use the fine labels to train a GPC segmentation 
network with a boundary-aware joint loss function. Moreover, for real 
scenarios, we design a classification-then-segmentation strategy, i.e., the 
classification network is first used to obtain the candidate GPC regions, 
and semantic segmentation is then performed on the candidate GPC 
regions for detecting the pixel-level GPC extents. The main contributions 
of this study are summarized below:  

• For the first time, the weakly supervised semantic segmentation 
technique is applied to GPC recognition, lowering the acquisition 
cost of pixel-level labels.  

• A coarse-to-fine pixel-level label generation method is proposed to 
alleviate the local high response property of CAM and the potential 
label noise problem. 

Y. Cao and X. Huang                                                                                                                                                                                                                          



ISPRS Journal of Photogrammetry and Remote Sensing 188 (2022) 157–176

159

• A boundary-aware semantic segmentation network is proposed to 
mitigate the boundary ambiguity.  

• The classification-then-segmentation strategy is designed to reduce 
the effect of the class imbalance problem in real scenarios. 

The remainder of this paper is organized as follows. Section 2 de
scribes the collected dataset. Section 3 introduces the proposed method. 
Then, the experimental results and discussions are presented in Sections 
4 and 5, respectively. Finally, Section 6 concludes this paper. 

2. Dataset description 

To test the proposed CFWS sufficiently, we created two datasets, 
namely, Google Earth green plastic cover detection dataset (GE-GPC) 
and Gaofen-2 green plastic cover detection dataset (GF2-GPC) (see 
Table 1 and Figs. 1-2). Each dataset contains three types of samples:  

1) Classification samples. Each classification sample corresponds to a 
single category, i.e., GPC or non-GPC. For each category, we 
randomly divided classification samples into training, validation and 
test sets at a ratio of 6:2:2. To reduce the spatial autocorrelation of 
the classification samples (Chen and Wei, 2009), we set the mini
mum spatial distance between samples to the width of the samples.  

2) Segmentation samples. Each pixel in segmentation samples is 
assigned as an individual label. The segmentation samples consist of 
80 GPC samples randomly selected from the test set of classification 
samples. We manually annotated them to obtain pixel-wise GPC la
bels for validating the semantic segmentation model.  

3) Large-area test samples. We collected two images with wide 
coverage, and they exhibit different geographic landscapes and 
urban development levels. We manually interpreted the corre
sponding pixel-wise GPC labels. The large-area samples were used 
considering that they have a larger coverage and are more complete, 
compared to the cropped classification samples, and allow the test of 
the proposed method in real scenarios with class imbalance problem. 

2.1. GE-GPc 

GE-GPC was acquired from Google Earth images (GE) (https://www. 
google.com/earth), with the spatial resolution of 1 m and containing 
red, green, and blue (RGB) visible bands (Fig. 1). The classification 
samples consist of 3,000 GPC and 30,000 non-GPC. The size of each 
sample is 512 × 512 pixels. All samples are randomly distributed in 
urban areas of China, and exhibit distinct spectral, spatial, and contex
tual differences. For the two large-scale test samples, one is located in 
Yishui County, Linyi City, Shandong Province, with an image size of 
10,583 × 10,570 pixels, and the other is located in Zhangjiakou City, 
Hebei Province, with an image size of 10,583 × 10,595 pixels. All the GE 
images used above were accessed in September 2021. We used the open 
source QGIS software and python language to batch download the GE 
images, and in order to facilitate further research, the source code will 

be available at https://github.com/lauraset/Coarse-to-fine-weakly-su
pervised-GPC-segmentation. 

2.2. GF2-GPc 

GF2-GPC was obtained from the Gaofen-2 images (GF-2) (Fig. 2). The 
GF-2 satellite is China’s first sub-meter civil high-resolution optical 
satellite (Zhou et al., 2021), which was launched in August 2014 and 
carried a 1-m panchromatic camera and a 4-m multispectral camera 
(providing four spectral bands in RGB and near infrared). We collected 
21 scenes of GF-2 images with less than 10% cloud coverage from the 
China Resources Satellite Application Center (https://www.cresda. 
com). Each scene consists of one panchromatic image and one multi
spectral image. All scenes cover 10 large and medium-sized Chinese 
cities, and they were acquired between 2015 and 2018 (Table 2). We 
preprocessed all the images with radiometric correction, atmospheric 
correction, ortho-rectification, and image-to-image registration, and 
then enhanced the spatial resolution of the multispectral images using 
the panchromatic images to generate 1-m multispectral images. We used 
the NNDiffuse pan-sharpening method, since it shows satisfactory effect 
on GF-2 images (Zhang et al., 2019). A total of 2,042 GPC and 19,000 
non-GPC samples were cropped from the 19 GF-2 images and were used 
as the classification samples. The size of each sample was set to 256 ×
256 pixels. The remaining two GF-2 images were used as large-area test 
samples, one in Beijing with an image size of 27,988 × 27,248 pixels, 
acquired on February 12, 2015, and the other in Tianjin with an image 
size of 27,976 × 27,220 pixels, acquired on June 20, 2015. 

3. Methodology 

The proposed CFWS consists of three steps: 1) object-based label 
extraction (Section 3.1); 2) noisy label correction (Section 3.2); and 3) 
boundary-aware GPC segmentation (Section 3.3). The workflow is 
shown in Fig. 3. For real scenarios, we develop a classification-then- 
segmentation strategy (Section 3.4). Details are provided below. 

3.1. Object-based label extraction 

We proposed an object-based label extraction method for obtaining 
initial pixel-level labels, to mitigate the local high response property of 
CAM. The method consists of the following three steps: 1) pixel-level 
CAM extraction, 2) object-based CAM generation, and 3) adaptive 
thresholding. 

Step 1. pixel-level CAM extraction. We trained the image classifica
tion network using image-level labels, i.e., GPC and non-GPC classifi
cation samples, to generate pixel-level CAM that can indicate the 
discriminative but coarse GPC regions. Specifically, image classification 
networks, such as CNNs, perform layer-wise feature extraction on the 
input image, and then judge the corresponding category. In this study, 
we used RegNetY-4.0GF from the RegNet family (Radosavovic et al., 
2020) as the classification network (Fig. 4), since it can significantly 
save computational resources while maintaining a high classification 
accuracy. RegNet is composed of three parts: a stem (containing a stride- 
two 3 × 3 convolution layer with 32 output channels), the body of the 
network for performing computations, and a head (containing average 
global pooling and fully connected layers) for predicting the output 
category (see Fig. 4). The body consists of a series of progressively 
downsampled stages, and each stage contains a series of blocks. For 
RegNet-Y series, each block is composed of standard residual bottleneck 
blocks with group convolution (Xie et al., 2017) and SE (Squeeze-and- 
Excitation) (Hu et al., 2018) attention mechanism. In this study, we kept 
the stem and the body unchanged, but added a dropout layer (with a 
dropout rate of 0.2) before the fully connected layer of the head to 
prevent the network from overfitting (Srivastava et al., 2014). Since this 
study focuses on GPC classification, i.e., binary classification, we set the 
number of channels of the prediction score (denoted by S) from the 

Table 1 
Composition of GE-GPC and GF2-GPC datasets.  

Dataset Classification 
samples 

Segmentation 
samples 

Large-area test 
samples 

Spatial 
resolution 

GE- 
GPC 

3,000 GPC 
30,000 non- 
GPC 

80 Yishui: 10,583 ×
10,570 pixels 
Zhangjiakou: 
10,583 × 10,595 
pixels 

1 m 

GF2- 
GPC 

2,042 GPC 
19,000 non- 
GPC 

80 Beijing: 27,988 ×
27,248 pixels 
Tianjin: 27,976 ×
27,220 pixels 

1 m  
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network output to 2, and then normalized S using the Softmax activation 
function to obtain the probability pc that the input image belongs to 
category c: 

pc =
exp(Sc)

∑C
c=1exp(Sc)

(1)  

where for binary classification, C = 2 and exp is the exponential func
tion. Under the supervision of image-level labels, we used the cross- 
entropy loss function LCE to optimize the network parameters: 

LCE = −
1
N
∑N

n=1

∑C

c=1
qn,c⋅log

(
pn,c
)

(2)  

where qn,c denotes the n-th reference label (one-hot encoding) of cate
gory c. For this study, qn,c is equal to [0, 1] for GPC, and [1, 0] for non- 
GPC. N is the total number of samples and log denotes the logarithmic 
function. Using LCE, we trained RegNetY-4.0GF with the Adam optimizer 

and the pretrained weights from ImageNet (Jia Deng et al., 2009). To 
achieve the image normalization, the mean of each band is subtracted 
and then divided by the standard deviation of each band. The number of 
epochs was set to 80. The learning rate was initially set to 0.001 and 
decreased by 0.1 at the 40th and 60th epochs. To avoid overfitting, we 
used the data augmentation, including horizontal or vertical flipping, 
random rotation, and random grid shuffle (i.e., the image was divided 
evenly into 4 blocks and then the order of each block was randomly 
shuffled). The data augmentation approach remains the same for all 
subsequent network training. 

Grad-CAM++ (Chattopadhay et al., 2018) was generated from the 
well-trained RegNetY-4.0GF, and was used as the CAM in this paper to 
indicate the spatial location of GPC. The reason why Grad-CAM++ was 
chose is that it has a better localization ability than Grad-CAM (Selvaraju 
et al., 2017), and it can be applied to any CNN-based network compared 
to the original CAM (Zhou et al., 2016). At the spatial location (i, j), the 
Grad-CAM++ for class c (denoted by Lc

ij) is computed as: 

Fig. 1. The GE-GPC dataset. (a) and (b) are the spatial distribution of all GPC and non-GPC samples, respectively (Base map: google images). (c-e) are image-level 
GPC samples. (f-h) are image-level non-GPC samples. (i-j), (k-l), and (m-n) denote GPC samples and their corresponding pixel-level labels. (o-p) and (q-r) are the 
large-area test samples containing Google Earth images and their corresponding pixel-level labels. 
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Lc
ij = ReLU

(
∑K

k=1
wc

k⋅Ak
ij

)

∀{i, j|i ∈ [1,H], j ∈ [1,W]} (3)  

where Ak
ij denotes the feature map of the last convolutional layer and k 

denotes the k-th channel. H, W and K denote the height, width and total 
number of channels of the feature map, respectively. ReLU is rectified 
linear unit (ReLU(x) = max(0, x)), and can highlight features with a 
positive impact on the class of interest. The weight wc

k is calculated as: 

wc
k =

∑H

i=1

∑W

j=1
αkc

ij ⋅ReLU

(
∂Yc

∂Ak
ij

)

(4)  

where ∂Yc
∂Ak

ij 
denotes the gradient of the prediction score Yc, relative to the 

feature map Ak
ij. Here, Yc needs to be a smooth function, so we apply the 

exponential function on the prediction score S from the fully connected 
layer to obtain the differentiable function Yc = exp(Sc). The weight αkc

ij is 
given by: 

αkc
ij =

∂2Yc

(∂Ak
ij)

2

2 ∂2Yc

(∂Ak
ij)

2 +
∑H

a=1
∑W

b=1Ak
ab

{
∂3Yc

(∂Ak
ij)

3

} (5) 

Notice that the obtained Grad-CAM++ is relatively coarse and has 
the same size as the feature map of the last convolution layer. We 
upsampled this activation map by bilinear interpolation to make it the 
same size as the input image for subsequent processing. 

Step 2. Object-based CAM generation. Considering the low resolution 
and local high response property of CAM (Step 1), we generated object- 
based CAM by the unsupervised image segmentation technique (UIS) 
(Kanezaki, 2018).The basic criteria of UIS include: 1) pixels with similar 
features are desired to belong to the same class; 2) spatially contiguous 
pixels are likely to belong to the same class; and 3) the number of 

Fig. 2. The GF2-GPC dataset. (a) is the spatial distribution of GF-2 images (Base map: google images). (b-d) are image-level GPC samples. (e-g) are image-level non- 
GPC samples. (h-i), (j-k), and (l-m) denote GPC samples and their corresponding pixel-level labels. (n-o) and (p-q) are the large-area test samples containing GF-2 
images and their corresponding pixel-level labels. 

Table 2 
The GF-2 images used in this study.  

City Date Number 

Zhengzhou 20,180,416 1 
Shijiazhuang 20,150,304 1 
Tianjin 20,150,620 3 
Changsha 20,180,322 1 
Nanjing 20,171,009 2 
Qingdao 20,180,419 1 
Chongqing 20,180,402 1 
Beijing 20,150,217 4 

20,150,212 1 
Wuhan 20,160,901 2 

20,161,208 1 
Xian 20,161,130 1 

20,170,308 2  
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segmented objects should be large enough. Under the basic criteria, UIS 
consists of three steps: 1) firstly, the input image is clustered to generate 
super-pixels; 2) then, CNN network is applied on the input image to 
obtain the predicted labels; 3) finally, the reference label for each super- 
pixel is assigned as the predicted label with the most occurrences, and is 
used to calculate loss function. This process is iterated to update the 
network parameters. UIS was applied on each image to generate the 

segmentation map, with which we obtained the CAM value of each 
object by calculating the average value within each object. 

Step 3. Adaptive thresholding. For the object-based CAM of each 
classification sample, we calculated the binarization threshold by the 
adaptive Otsu method (Otsu, 1979). If the CAM value of an object is 
greater than the threshold, this object is assigned as target (i.e., GPC), 
and as background (non-GPC) otherwise. All GPC classification samples 

Fig. 3. The workflow of the proposed CFWS.  
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were binarized to generate the initial pixel-level labels. Examples of 
object-based label extraction is illustrated in Fig. 5, and its validity is 
analyzed in Section 5.1. 

3.2. Noisy label correction 

Noisy label correction was designed to reduce the potential noise in 
the initial labels (Section 3.1) and thus mitigate the impact of noisy 
labels on the segmentation network. The method is easily scalable since 
it does not need auxiliary clean datasets or prior knowledge of noisy 
labels, and includes two steps: 

Step 1. Initial network training. Although deep networks have 
powerful feature learning ability, they can easily fit random noise, 
which will significantly degrade the network performance. However, an 
interesting phenomenon is that deep networks tend to learn correctly 
labeled samples in the early stage and start learning mislabeled samples 
only in the later stage (Arazo et al., 2019). Moreover, when maintaining 
a high learning rate, deep networks do not easily fit the incorrect sam
ples (Tanaka et al., 2018). In this context, we trained the U-Net (Fig. 6) 
using initial pixel-level labels with a fixed high learning rate and a few 
epochs, and used it as the initial segmentation network. U-Net is a 
widely-used encoder-decoder structure (Ronneberger et al., 2015). The 
encoder progressively compresses feature maps to extract high-level 
semantic features, while the decoder recovers the spatial information 

of feature maps, and finally generates the prediction result of equal size 
to the input. To enhance the spatial details of the prediction result, the 
feature maps of the encoder are added to the decoder by skip connec
tion. In this study, RegNetY-4.0GF was used as the encoder (consistent 
with Section 3.1), and the decoder remained the original U-Net. The 
learning rate was fixed at 0.001 and the number of epochs was set to 10. 
The number of channels of the prediction result (denoted by S) was set to 
1. The prediction result was normalized to the range [0,1] by the Sig
moid function (p = 1

1+exp(− S)). We used Binary Cross Entropy (BCE) as the 
loss function: 

LBCE = −
1

N × H × W

∑N

n=1

∑H

i=1

∑W

j=1

(
qn,ij⋅logpn,ij +

(
1 − qn,ij

)
⋅log
(
1 − pn,ij

))

(6)  

where qn,ij is the reference label (i.e., initial labels) of the n-th sample at 
the spatial location (i, j), which is equal to 1 for GPC and 0 for non-GPC. 
H and W denote the height and width of each sample, respectively, while 
N denotes the total number of samples. Note that Eq. (2) is an extension 
of Eq. (6) over multiple classes, and in this paper, the former is used for 
image-level classification while the latter for pixel-level segmentation. 

Step 2. noisy label correction. We used the initial network (Step 1) as 
the training starting point, and performed both network updating and 
initial label correction, of which the criterion is the predicted probability 

Fig. 4. The structure of the RegNetY-4.0GF network. Each convolution layer is denoted as (filter size, #output channels). Each stage consists of a sequence of 
identical residual bottleneck blocks with group convolution. “G” represents the number of groups. 

Fig. 5. Illustration of object-based label extraction and noisy label correction.  
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of the network. Specifically, for each pixel, if its predicted probability is 
less than a threshold, the corresponding initial label is corrected to the 
predicted label; otherwise, it remains unchanged. In this study, the 
threshold was set to 0.5. Besides, considering that most of initial labels 
are correct, if we discard them directly, the predicted results of the 
network may completely deviate from the initial labels (Yi and Wu, 
2019). Therefore, we proposed a joint loss function, taking into account 
both initial and updated labels: 

Lnoise = Lupdate(q, p)+ λ⋅Linitial(q̂, p) (7)  

where q̂ denotes the initial label q after correction, and p is the proba
bility predicted by the network. Linitial and Lupdate denote the initial and 
the updated loss functions, respectively, both of which use BCE (Eq. (6)). 
λ is the balanced factor, and was set to 0.2. We trained U-Net with Eq. (7) 
for a total of 10 epochs at a fixed learning rate of 0.001, to prevent it 
from fitting on noisy labels. Finally, we obtained refined labels for 
further segmentation. Examples of the refined labels can be found in 
Fig. 5. In-depth analysis is presented in Section 5.2. 

3.3. Boundary-aware GPC segmentation 

We designed a boundary-aware joint loss function to alleviate the 
blurry boundary problem caused by the gradual down-sampling of 
feature maps. The loss function consists of binary cross entropy (BCE) 
(cf. Eq. (6)), structural similarity (SSIM) (Wang et al., 2004) and inter
section over union (IoU) (Zhou et al., 2019), and is formulated as: 

Lseg = LBCE + LSSIM + LIoU (8) 

SSIM loss can capture local structural changes in the image, and it 
gives higher weights to boundaries, which helps improve the network’s 
ability to detect boundaries: 

LSSIM = 1 −
(
2μpμq + C1

)(
2σpq + C2

)

(
μ2

p + μ2
q + C1

)(
σ2

p + σ2
q + C2

) (9)  

where μ denotes the mean value and σ is the standard deviation. p 
represents the probability of being predicted as GPC, and p ∈ [0,1]. q is 
the reference label which is equal to 1 for GPC and 0 for non-GPC. C1 =

0.012 and C2 = 0.032 are used to avoid 0 in the denominator. Generally, 
SSIM is computed on each local window, and then the average value of 
all windows is taken as the SSIM of the whole image. 

IoU loss is often used to measure the similarity of two arbitrary 
shapes, which encodes the shape attributes of the target (e.g., length and 
width) into area attributes, facilitating the enhancement of the net
work’s ability to perceive the range of GPC. It is expressed as: 

LIoU = 1 −
p⋅q

p + q − p⋅q
(10) 

We used Eq. (8) to optimize U-Net (Fig. 6), and refined labels (Sec
tion 3.2) were used as reference. We used the pretrained weight from 
ImageNet (Jia Deng et al., 2009) to initialize the network parameters. 

For each dataset, the number of epochs was set to 35. The learning rate 
was initially set to 0.001 and decreased by 0.1 for every 15 epochs. The 
performance of the boundary-aware loss function is analyzed in Section 
5.3. 

3.4. Classification-then-segmentation strategy in real scenarios 

For real scenarios, we propose a classification-then-segmentation 
strategy to alleviate a large number of false alarms that are generated 
by direct segmentation, and thus reduce the intensity of manual post- 
processing. Firstly, we used the well-trained GPC classification model 
(Section 3.1) to predict the whole image. Limited by memory, the 
classification model can only process small image blocks. Thus, we 
performed sliding half-overlapped window prediction throughout the 
whole image (Fig. 7(a)). Specifically, one image window (e.g., 512 ×
512 pixels) is predicted at a time, the window is moved by half of the 
window width, and the average of the overlapping regions is taken as the 
final prediction value of that region. This strategy ensures the boundary 
continuity of prediction results. To reduce omissions, we used a low 
threshold (T) to obtain the potential GPC region. Specifically, if the 
probability (P) of the region being predicted as GPC exceeds T, the re
gion is marked as the candidate GPC region, and as non-GPC otherwise. 
Then, we applied the well-trained GPC segmentation model (Section 
3.3) to detect the pixel-wise GPC ranges on the candidate GPC regions 
(Fig. 7(b)). In this study, the threshold was set to 0.2 and its sensitivity 
analysis is presented in Section 5.4. 

3.5. Accuracy assessment 

Five accuracy metrics were selected to evaluate the performance of 
the proposed method on identifying GPC extents, including overall ac
curacy (OA), precision, recall, F1-score and intersection over union 
(IOU), since they are widely used to assess the accuracy of object seg
mentation (Ali et al., 2020; Guo et al., 2021). They are calculated as: 

OA =
TP + TN

TP + FP + TN + FN
(11)  

Precision =
TP

TP + FP
(12)  

Recall =
TP

TP + FN
(13)  

F1 − score = 2 ×
Precision × Recall
Precision + Recall

(14)  

IoU =
TP

TP + FP + FN
(15)  

where TP (true positive) represents the number of pixels correctly pre
dicted as GPC, FP (false positive) represents the number of pixels 
incorrectly predicted as GPC, TN (true negative) represents the number 
of pixels correctly predicted as non-GPC, and FN (false negative) rep

Fig. 6. The structure of the U-Net used in this study.  
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resents the number of pixels incorrectly predicted as non-GPC. OA de
notes the classification accuracy for all categories (i.e., GPC and non- 
GPC). The precision and recall of GPC correspond to the false alarm 
and omission rates, respectively. F1-score is the harmonic mean of 
precision and recall, and is a better measure than OA in the case of class 
imbalance. IoU is the ratio between the intersection of the predicted and 
the actual GPC extents and their union, and can measure the quality of 
GPC segmentation. 

4. Results 

4.1. Comparison with other methods 

To validate the performance of the proposed CFWS, we compared 
three state-of-the-art weakly supervised semantic segmentation 
methods, namely SEC (seed, expand and constrain) (Kolesnikov and 
Lampert, 2016), IRNet (inter-pixel relation network) (Ahn et al., 2019) 
and TSWS (two-step weakly supervised segmentation) (Li et al., 2021). 
SEC and IRNet are initially designed for natural images, while TSWS is 

Fig. 7. Illustration of the sliding window prediction (a) and the classification-then-segmentation strategy (b).  

Fig. 8. Results of different weakly supervised segmentation methods on the segmentation samples of GE-GPC.  
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applied to building extraction with high-resolution remote sensing im
ages. Specifically, SEC introduced three loss functions, namely seeding, 
expansion, and boundary constraints, into the semantic segmentation 
network to detect object extents. IRNet utilized the semantic affinity 
between pixels (defined as the similarity between the embedding vectors 
of pixels), to recognize the object extent. Li et al. (2021) fused the results 
of CAM thresholding and CRF (conditional random field) segmentation 
(Krähenbühl and Koltun, 2011) to generate initial building labels, and 
then combined the classification loss and the CRF loss to obtain rela
tively complete building regions. For fair comparison, classification 
(RegNetY-4.0GF) and segmentation (U-Net) networks used in SEC, 
IRNet, and TSWS were consistent with our method. We tested these 
methods on the segmentation samples of GE-CPC and GF2-GPC (Section 
2). 

In Fig. 8 and Fig. 9, we can observe that these GPCs have irregular 
shapes, and exhibit distinct spectral and contextual differences. Notice 
that the GF-2 image was fused by a 1-m panchromatic band and a 4-m 
multispectral band, and shows a lower quality than the GE image that 
is directly composed of a 1-m multispectral band, leading to the higher 
spectral heterogeneity for the former. These properties significantly 
increase the difficulty of accurately identifying the GPC extent, espe
cially when only image-level labels are available. However, the results of 
Figs. 8-9 show that, our CFWS method extracts more complete GPCs on 
both datasets using only image-level labels, while effectively retaining 
boundaries, compared to other methods. 

As shown in Table 2, among all the methods, our CFWS method 
achieves the optimal accuracy for GPC detection on both datasets, with 
F1-score close to 90% and IoU over 80%. Other methods obtain F1- 
scores of 86.2% to 87.1% and IoU of 75.7% to 77.1% on GE-GPC, 
while they exhibit lower accuracies on GF2-GPC, with F1-scores of 

68.2% to 79.1% and IoU of 51.8% to 65.5%. It can be said that our 
method significantly outperforms other ones on GF2-GPC, indicating the 
robustness of our method to different images. 

4.2. Test in real scenarios 

For real scenarios, we designed the classification-then-segmentation 
strategy (i.e., the two-step method) (Section 3.4). To verify its effec
tiveness, we compared the direct segmentation strategy (i.e., the one- 
step method) that only the segmentation model is used to predict GPC 
extents. Notice that the two-step method used both GPC and non-GPC 
classification samples to optimize the classification network, and then 
adopted refined GPC labels to train the segmentation network. For fair 
comparison, the one-step method used both refined GPC labels and non- 
GPC classification samples (of which the reference pixel-level labels are 
all non-GPCs) to construct the segmentation network, which ensures 
that both methods use the same data. 

Fig. 10 and Fig. 11 display the predicted results for the large-area test 
samples of GE-GPC and GF2-GPC, respectively. In Fig. 10, the distribu
tion of GPC is dense in Yishui and sparse in Zhangjiakou. The results 
show that our method produces fewer false alarms in non-GPC regions 
and successfully detects more complete GPCs, compared to the one-step 
method (see Fig. 10(a–d)). Similar results can be observed in Fig. 11. 
Notice that, compared to the Google Earth images (Fig. 10), the GF-2 
images (Fig. 11) have a wider coverage and a smaller proportion of 
GPCs, which may lead the algorithm to generate more false alarms. 
However, as shown in Fig. 11(a–d), the proposed two-step method 
effectively suppresses false alarms on the GF-2 images while identifying 
more complete GPCs. For shadow-free GPCs, our approach identified 
relatively complete extents. As for shadow-contaminated GPCs (Fig. 10 

Fig. 9. Results of different weakly supervised segmentation methods on the segmentation samples of GF2-GPC.  
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(c)), our approach did not delineate their complete boundaries and led 
to a few omissions. We further analyzed the issue qualitatively and 
quantitatively in Section 5.5.1. 

Table 3 shows the accuracies of our two-step method and the one- 
step method on large-area test samples of GE-GPC and GF2-GPC. In 
general, the two-step method outperforms the one-step method on the 
four large-area images. The accuracy difference between the two 
methods is primarily influenced by the sparse spatial distribution of GPC 
and the complex background, and this issue is especially obvious in 
Beijing and Tianjin, which have a wide image coverage. The two-step 
method can alleviate this issue to a certain extent, and obtains better 
accuracy than the one-step method, indicating the necessity of adopting 
the classification-then-segmentation strategy. 

5. Discussions 

5.1. Performance of object-based label extraction 

To verify the effectiveness of object-based label extraction, we 
compared it with four widely-used initial label extraction methods. The 
first one is “pixel-based CAM”, i.e., directly applying adaptive thresh
olding (the Otsu method in Section 3.1) on pixel-level CAM. The second 
one is “adaptive CAM + CRF”, i.e., adaptively generating foreground 
(GPC) and background (non-GPC) thresholds for pixel-level CAM, and 
then using CRF (Krähenbühl and Koltun, 2011) for post-processing. The 

third one is “fixed CAM + CRF”, which means that fixed foreground and 
background thresholds are selected for pixel-level CAM to obtain initial 
labels, and then the initial labels are post-processed using CRF. Here, the 
fixed thresholds were set the same as (Ahn et al., 2019), with the fore
ground threshold of 0.3 and the background threshold of 0.05. The 
fourth method is the widely-used multi-resolution segmentation method 
(MRS) (Blaschke, 2010), i.e., applying adaptive thresholding on object- 
level CAM obtained by the MRS method. A key parameter is the seg
mentation scale, and it is set to 50 considering the image spatial reso
lution and the size of target objects (i.e., green plastic cover) (Ma et al., 
2017). We tested these methods on segmentation samples, and the 
quantitative and qualitative results are shown in Table 4 and Fig. 12, 
respectively. In Table 4, we can see that our method obtains the F1-score 
of 83.3% and the IoU of 71.4% on GE-GPC, and reaches the F1-score of 
73.7% and the IoU of 58.4% on GF2-GPC, significantly outperforming 
other methods on both datasets. It can be observed that the MRS method 
only performs better than the pixel-based CAM. This phenomenon 
confirms that the object-based analysis is useful for mitigating the local 
high response property of CAM, but meanwhile, it’s vital to choose 
appropriate segmentation method. 

The visualization results in Fig. 12 show that our method can extract 
more complete GPCs, and better preserve boundaries, compared to other 
ones. We can observe that the “pixel-based CAM” approach suffers from 
the low resolution and the local high response property of CAM, which 
makes it difficult to obtain complete objects. The “adaptive CAM + CRF” 

Fig. 10. Results of our two-step method and the one-step method on the GE-GPC test datasets. The last two rows show the zoomed-in views of regions a-d, where 
each region has a spatial extent of 1 km × 1 km. 

Y. Cao and X. Huang                                                                                                                                                                                                                          



ISPRS Journal of Photogrammetry and Remote Sensing 188 (2022) 157–176

168

and the “fixed CAM + CRF” methods usually require manual selection of 
appropriate CRF parameters for post-processing. Similarly, the MRS 
method needs to choose the scale parameter in advance. However, it is 
challenging to obtain the optimal parameters adapted to all images, and 
such post-processing method with parameters usually leads to signifi
cant quality differences between the extraction results of different im
ages. In contrast, our method, which segments images using the 
unsupervised image segmentation technique, is able to generate rela
tively complete GPC extents. The unsupervised segmentation technique 
can adapt to each image without manual adjustment of parameters and 

provide better initial pixel-level labels for subsequent semantic 
segmentation. 

5.2. Performance of noisy label correction 

To evaluate the performance of noisy label correction, we compared 
the results with and without noisy label correction on the segmentation 
samples. As shown in Table 5, the baseline method consists of object- 
based label extraction and GPC segmentation network with the binary 
cross entropy loss function (BCE, see Eq. (6)). It can be seen that the 
noisy label correction module significantly improves the F1-score and 
IoU values of the GPC detection, regardless of whether the segmentation 
network uses the BCE or the boundary-aware loss function (BAL, see Eq. 
(8)), indicating that the module can effectively correct noisy samples 
(Table 6). 

To further analyze the effect of noisy label correction on the initial 
labels, we compared the initial labels before and after noisy label 
correction, and calculated the ratio of increased and decreased GPC 
pixels for each training sample. The change (increase or decrease) ratio 
of GPC pixels can reflect the proportion of the potential noisy labels as 
well as the intensity of noisy label correction. The results are displayed 
in Fig. 13. For GE-GPC, the ratio of GPC pixels over all training samples 
increases by 3.44% and decreases by 3.87%, with a total change ratio of 
7.31%. For GF2-GPC, the ratio of GPC pixels over all training samples 

Fig. 11. Results of our two-step method and the one-step method on the GF2-GPC test datasets. The last two rows show the zoomed-in views of regions a-d, where 
each region has a spatial extent of 1 km × 1 km. 

Table 3 
Accuracies of different weakly supervised segmentation methods on the seg
mentation samples of GE-GPC and GF2-GPC.  

Dataset Method OA F1-score Precision Recall IoU 

GE-GPC CFWS (Ours)  0.963  0.910  0.902  0.918  0.835 
SEC  0.947  0.871  0.871  0.871  0.771 
IRNet  0.945  0.862  0.891  0.834  0.757 
TSWS  0.942  0.863  0.837  0.891  0.759 

GF2-GPC CFWS (Ours)  0.954  0.893  0.835  0.959  0.806 
SEC  0.885  0.736  0.674  0.812  0.582 
IRNet  0.912  0.791  0.748  0.840  0.655 
TSWS  0.862  0.682  0.628  0.747  0.518  
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increases by 6.87% and decreases by 7.25%, with a total change ratio of 
14.12%. We can find that the total change ratio of GF2-GPC is signifi
cantly higher than that of GE-GPC. This finding indicates that the initial 
labels of GF2-GPC contain more noise, which is also reflected in the 

lower accuracy of initial labels (Table 4). 
Fig. 14 presents the results of initial labels before and after noisy 

label correction. We can observe that the noisy label correction module 
successfully filters out the potential false alarms in initial labels (e.g., 
Fig. 14(a) and (h)), and meanwhile effectively identifies relatively 
complete GPCs (e.g., Fig. 14(e) and (f)). These results verify that noisy 
label correction can improve the quality of initial labels, and generate 
relatively clear pixel-level samples for subsequent semantic 
segmentation. 

5.3. Performance of boundary-aware segmentation 

To investigate the effectiveness of the boundary-aware loss function 
(BAL, see Eq. (8)), we compared it with the binary cross entropy loss 
function (BCE, see Eq. (6)), and the corresponding accuracies on the 
segmentation samples are shown in Table 6. It can be found that when 
we only use object-based label extraction and do not use noisy label 
correction, BAL significantly enhances the accuracy of GPC segmenta
tion, where the F1-score and IoU values are improved by 1.6% and 2.5%, 
respectively, for GE-GPC, and 0.8% and 1.2%, respectively, for GF2- 
GPC. Moreover, BAL also outperforms BCE on GPC segmentation 

Table 4 
Accuracies of the two-step method (ours) and the one-step method on the GE-GPC and GF2-GPC test dataset.  

Dataset City/county Method OA F1-score Precision Recall IoU 

GE-GPC Yishui Two-step (Ours)  0.993  0.898  0.932  0.866  0.815 
One-step  0.993  0.895  0.934  0.858  0.810 

Zhangjiakou Two-step (Ours)  0.996  0.835  0.896  0.781  0.716 
One-step  0.996  0.815  0.913  0.735  0.687 

GF2-GPC Beijing Two-step (Ours)  0.998  0.755  0.726  0.785  0.606 
One-step  0.996  0.563  0.449  0.754  0.392 

Tianjin Two-step (Ours)  0.997  0.668  0.55  0.851  0.502 
One-step  0.997  0.613  0.499  0.795  0.442  

Fig. 12. Results of different initial pixel-level label extraction methods on the segmentation samples of GE-GPC (a-b) and GF2-GPC (c-d).  

Table 5 
Accuracies of different initial pixel-level label extraction methods on the seg
mentation samples of GE-GPC and GF2-GPC.  

Dataset Method OA F1- 
score 

Precision Recall IoU 

GE-GPC Ours  0.932  0.833  0.836  0.830  0.714 
Pixel-based CAM  0.885  0.680  0.792  0.595  0.515 
Adaptive CAM +
CRF  

0.915  0.812  0.743  0.896  0.684 

Fixed CAM + CRF  0.918  0.785  0.846  0.731  0.645 
MRS  0.900  0.736  0.798  0.683  0.582 

GF2- 
GPC 

Ours  0.887  0.737  0.683  0.801  0.584 
Pixel-based CAM  0.834  0.487  0.631  0.396  0.322 
Adaptive CAM +
CRF  

0.873  0.595  0.808  0.471  0.424 

Fixed CAM + CRF  0.856  0.596  0.670  0.537  0.425 
MRS  0.845  0.552  0.648  0.481  0.381  
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when both object-based label extraction and noisy label correction 
modules are used. With BAL, the F1-score and IoU values are improved 
by 0.3% and 0.6%, respectively, for GE-GPC, and 0.6% and 0.9%, 
respectively, for GF2-GPC. These results indicate that the boundary- 
aware loss function can improve the accuracy of GPC segmentation 
while being stable to noisy labels. Fig. 15 displays the segmentation 
results with the boundary-aware loss function and BCE, when both 
object-based label extraction and noisy label correction modules are 
used. It can be seen that the boundary-aware loss function generates 
fewer false alarms than BCE (e.g., Fig. 15(a) and (e)). 

5.4. Threshold sensitivity analysis for real scenarios 

For real scenarios, we proposed the classification-then-segmentation 
strategy (i.e., the two-step method) to alleviate a large number of false 
alarms that may arise from direct segmentation (i.e., the one-step 
method). In Section 4.2, we compared the two-step method with the 
one-step method both quantitatively and qualitatively, and found that 
the two-step method is significantly better than the one-step method. 
Note that the two-step method may suffer from the error accumulation, 
i.e., the GPC missed in the first step cannot be recognized in the second 
step. To deal with this issue, in the first step, we used a small threshold to 
obtain the potential GPC regions. To further analyze the sensitivity of 
thresholds in the two-step method, we tested the accuracy of GPC seg
mentation with different classification thresholds (denoted as T, see 
Section 3.4). The threshold starts from 0 and increases to 1.0 with an 
interval of 0.1. For the four test regions in this study, when the threshold 
exceeds 0.8, all regions will be predicted to be non-GPC. Therefore, we 
set the maximum value of the threshold as 0.7 in the sensitivity exper
iment. Fig. 16 shows the accuracies of GPC segmentation on the four test 
regions with different thresholds. We can observe that for the four test 
regions, the F1-score and IoU values show a trend of rising and then 
falling as the threshold increases. When the threshold is too low, most of 
the regions are predicted as potential GPC regions, which tends to 
introduce a large number of false alarms, resulting in low precision and 

high recall. On the contrary, when the threshold is too high, only a small 
portion of the regions are predicted as potential GPC regions, which may 
miss a large number of GPCs, leading to high precision and low recall. 
For the four regions, the F1-score and IoU values are relatively stable 
when the threshold is between 0.1 and 0.4, and this threshold range can 
provide a reference for practical applications. In this study, the threshold 
was set to 0.2, since this value can provide a trade-off between omissions 
and false alarms. 

5.5. Effectiveness of the proposed method 

We proposed the weakly-supervised deep learning method to iden
tify GPCs, mainly considering the following two factors:  

1) The powerful feature extraction ability. 

GPCs in Figs. 1, 2, and 5 have a different spectral property against 
their surroundings, which is useful for GPC detection. However, we 
notice that GPCs in different areas exhibit different spectral, spatial, and 
contextual features, making it challenging to design a simple but effec
tive extraction method. Compared to traditional classification methods, 
e.g., random forest (RF) and support vector machine (SVM) (Huang and 
Zhang, 2013; Rodriguez-Galiano et al., 2012), deep learning does not 
need specific domain knowledge, and can automatically learn discrim
inative and representative features from massive data.  

2) The low acquisition cost of image-level weak labels. 

For deep learning, the semantic segmentation methods heavily rely 
on large amounts of high-quality pixel-level labels (i.e., one pixel cor
responds to one label) for optimizing parameters, which is usually time- 
consuming and labor-intensive. In addition, the traditional classifiers (e. 
g., RF and SVM) also need high-quality pixel-level labels. Therefore, in 
this study, we consider image-level weak labels (i.e., one image corre
sponds to one label), which have significantly lower acquisition cost. 

Table 6 
Ablation experimental results of the proposed method. OBLE: object-based label extraction. NLC: noisy label correction. BCE: binary cross entropy. BAL: boundary- 
aware loss.  

Dataset OBLE NLC Segmentation loss OA F1-score Precision Recall IoU 

BCE BAL 

GE-GPC √  √   0.949  0.866  0.929  0.812  0.764 
√ √ √   0.961  0.907  0.898  0.916  0.829 
√   √  0.952  0.882  0.892  0.873  0.789 
√ √  √  0.963  0.910  0.902  0.918  0.835 

GF2-GPC √  √   0.950  0.868  0.918  0.823  0.767 
√ √ √   0.951  0.887  0.820  0.966  0.797 
√   √  0.948  0.876  0.834  0.922  0.779 
√ √  √  0.954  0.893  0.835  0.959  0.806  

Fig. 13. The change ratio of GPC pixels on the training samples of GE-GPC (a) and GF2-GPC (b).  
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Fig. 14. Results of initial labels before and after noisy label correction (NLC) on the training sets of GE-GPC (a-d) and GF2-GPC (e-h).  

Fig. 15. Results of GPC segmentation with boundary-aware loss and binary cross entropy on the segmentation samples of GE-GPC (a-d) and GF2-GPC (e-h).  
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However, the limited information of image-level labels makes it difficult 
for accurate GPC segmentation. Therefore, we propose a coarse-to-fine 
weakly supervised segmentation method, aiming to obtain satisfactory 
results with relatively low labelling cost. 

We further evaluated the performance of the proposed method in 
three conditions including GPCs contaminated by shadows, GPCs mixed 
with cropland, and GPCs mixed with urban greenery below. 

5.5.1. GPCs contaminated by shadows 
We analyzed the performance of our approach on shadow-free/ 

contaminated GPCs qualitatively and quantitatively. Table 7 shows 
the accuracies of GPC segmentation with different weakly supervised 
segmentation methods on the GE-GPC test datasets. Overall, our 
approach performs best. Furthermore, Fig. 17 compared the results of 
shadow-free/contaminated GPCs. Frankly, we can see that our approach 
did not delineate the complete boundaries of the contaminated GPCs. 
The same problem can be also observed in other methods. The issue is 
possibly caused by the loss of spectral and textural information in the 
shadow regions. Specifically, for the shadow-contaminated GPCs, their 
spectral and textural properties are significantly different from those of 
shadow-free GPCs. More importantly, our approach uses image-level 
weak labels (not pixel-level precise labels), which only indicate if the 
object of interest exists in the image, without specifying their spatial 
locations. This may weaken the ability of the method in detecting object 

boundaries. Therefore, the proposed method did not obtain satisfactory 
results for the shadow-contaminated GPCs. 

We plan to address the issue of detecting shadow-contaminated GPCs 
in future work. Generally, the shadow effect can be alleviated by two 
methods, i.e., shadow classification and shadow correction. The former 
considers shadows as a single class and then classifies shadows with 
high-quality pixel-level labels (Jiao et al., 2020; Luo et al., 2020), while 
the latter detects shadow-contaminated areas and then attempts to 
recover their ground information (Luo et al., 2019; Ma et al., 2008). The 
performance of the two methods on identifying shadow-contaminated 
GPCs needs more detailed exploration in future work. 

5.5.2. GPCs mixed with cropland 
We analyzed these images containing both GPCs and cropland. For 

each image patch (512 × 512 pixels), we manually interpreted the 
spatial extent of cropland with the aid of Google Earth high-resolution 
images and 10-m global land cover product from ESA (Zanaga et al., 
2021), and obtained the pixel-level cropland labels. We used the image 
patches that simultaneously contain GPCs and cropland for the experi
ment. Quantitative results are recorded in Table 8. It can be seen that our 
method achieves the highest F1-score and IoU values on GPC segmen
tation, compared to other weakly supervised methods, verifying that our 
approach can distinguish GPCs from cropland more effectively. The 
results shown in Fig. 18 further demonstrate the satisfactory perfor
mance of our approach in identifying GPCs and cropland. Although 
some cropland may have a similar spectral and texture property to GPCs, 
their spatial and contextual patterns can be well captured by the pro
posed model. For example, the spatial distribution of GPCs is usually 
scattered, while that of cropland is concentrated. The proposed method 
is able to describe and learn these discriminative features. 

5.5.3. GPCs mixed with urban greenery 
We investigated these images containing both GPCs and urban 

Fig. 16. Accuracies of GPC segmentation for GE-GPC (a-b) and GF2-GPC (c-d) with different classification thresholds (T).  

Table 7 
Accuracies of GPC segmentation with different weakly supervised segmentation 
methods on the GE-GPC test datasets. The highest score is marked in bold.   

OA F1-score Precision Recall IoU 

CFWS (Ours)  0.995  0.882  0.923  0.844  0.789 
SEC  0.993  0.844  0.912  0.785  0.730 
IRNet  0.993  0.843  0.911  0.785  0.729 
TSWS  0.993  0.851  0.870  0.833  0.741  
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greenery. For each image patch (512 × 512 pixels), we manually 
interpreted the spatial extent of urban greenery with the aid of Google 
Earth high-resolution images, and obtained the pixel-level urban 
greenery labels. The image patches that contain both GPCs and urban 

greenery were focused on. Results are recorded in Table 9, and it can be 
seen that our approach significantly outperforms other ones. It indicates 
that our approach can better distinguish GPCs from urban greenery. This 
conclusion can be also supported by the visual inspection in Fig. 19. 

Fig. 17. Results of different weakly supervised segmentation methods on shadow-contaminated GPC regions (a-b).  

Table 8 
Accuracies of GPC segmentation by different weakly supervised segmentation 
methods on image patches containing both GPCs and cropland from the GE-GPC 
test datasets. The highest score is marked in bold.   

OA F1-score Precision Recall IoU 

CFWS (Ours)  0.984  0.859  0.906  0.817  0.753 
SEC  0.979  0.810  0.893  0.741  0.681 
IRNet  0.980  0.828  0.868  0.791  0.706 
TSWS  0.979  0.821  0.840  0.802  0.696  

Fig. 18. Results of different weakly supervised segmentation methods on image patches (512 × 512 pixels) containing both GPCs and cropland (a-c).  

Table 9 
Accuracies of GPC segmentation with different weakly supervised segmentation 
methods on image patches containing both GPCs and urban greenery from the 
GE-GPC test dataset. The highest score is marked in bold.   

OA F1-score Precision Recall IoU 

CFWS (Ours)  0.981  0.900  0.925  0.876  0.818 
SEC  0.972  0.849  0.921  0.788  0.738 
IRNet  0.973  0.854  0.920  0.797  0.746 
TSWS  0.972  0.855  0.879  0.832  0.746  
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6. Conclusions 

In this study, we focused on GPC segmentation using high-resolution 
remote sensing imagery, which is important for monitoring urban 
environment and understanding urban development. Convolutional 
neural network (CNN)-based segmentation methods are widely used for 
detecting object extents, while they rely on high-quality pixel-level la
bels with high acquisition cost. In this regard, weakly supervised 
learning can achieve pixel-level GPC segmentation with only image- 
level labels. Existing studies on image-level weakly supervised seg
mentation have made great progress, but they are still limited by the 
local high response property of CAM and the potential label noise 
problem. Moreover, the widely-used encoder-decoder semantic seg
mentation models tend to produce blurry object boundaries due to the 
gradual down-sampling of feature maps, which poses a great challenge 
to weakly supervised segmentation where only coarse labels are avail
able. When applied to real scenarios, semantic segmentation models are 
usually influenced by the class imbalance problem, which is less 
considered in existing research. Given these limitations, we proposed a 
coarse-to-fine weakly supervised learning method (called CFWS) for 
GPC detection. The CFWS consists of three components: 1) object-based 
label extraction; 2) noisy label correction; and 3) boundary-aware se
mantic segmentation. Furthermore, for real scenarios, we designed a 
classification-then-segmentation (i.e., the two-step approach) strategy 
to mitigate the class imbalance problem. 

We tested the proposed method on the GE-GPC and GF2-GPC data
sets. The results showed that the proposed CFWS extracted more com
plete GPCs on both datasets compared to existing state-of-the-art 
methods, while effectively retaining boundaries. In real scenarios, the 
classification-then-segmentation strategy significantly reduced a large 
number of false alarms generated by direct segmentation (i.e., the one- 
step method). Furthermore, we found that, object-based label extraction 
effectively obtained more complete initial GPC labels with better 
boundaries, compared to existing methods, and can adapt to each image 
without manual adjustment of parameters. Then, we analyzed the 
impact of noisy label correction and found that it can effectively filter 

out potential false alarms in the initial labels while reducing omissions 
and generating relatively clear pixel-level labels. In addition, we 
explored the effectiveness of the boundary-aware loss function and the 
results showed that it can improve the accuracy of GPC segmentation 
while being stable to noisy labels. Finally, we analyzed the threshold 
sensitivity in the two-step method. The experimental results showed that 
the proposed method holds great potentials for GPC detection in real 
scenarios, and provides an effective means for urban environmental 
monitoring. 

There still exist some limitations in this study. The first one is the 
transferability of the proposed method. When new regions are signifi
cantly different from the training set, it may be difficult to obtain 
satisfactory results by directly using the well-trained network. In this 
study, we applied the well-trained network to four large regions and 
achieved good results with the classification-then-segmentation strat
egy. However, when new regions contain few GPCs, complex back
grounds may still cause the network to generate numerous false alarms 
even with the classification-then-segmentation strategy. One solution is 
to first apply prior knowledge to mask the background for obtaining the 
potential GPC region, and then perform GPC segmentation only on that 
region. Another way is to use transfer learning techniques, such as 
domain adaptation (Tuia et al., 2016) that can reduce the data distri
bution offset between the new regions (i.e., the target domain) and the 
training set (the source domain). The second limitation is the data 
availability. In this study, GF-2 images were collected from the China 
Resources Satellite Application Center and are not publicly available. In 
contrast, Google Earth high-resolution imagery is freely available, which 
provides a basic data support for large-scale GPC identification. In future 
research, we plan to explore transfer learning techniques and apply the 
proposed method to other regions. The code of this study will be 
available at https://github.com/lauraset/Coarse-to-fine-weakly-super
vised-GPC-segmentation. 
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