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Abstract: Urban villages (UVs), the main settlements of rural migrant workers and low-income groups
in metropolitan areas of China, have become of major concern to city managers and researchers
due to the rapid urbanization in recent years. A clear understanding of their evolution and
spatial relationships with the city is of great importance to policy formulation, implementation
and assessment. In this paper, we propose a new framework based on landscape metrics and transfer
learning for the long-term monitoring and analysis of UVs, and we apply it to Shenzhen and Wuhan,
two metropolitan cities of China, with high-resolution satellite images acquired from 2003–2012 and
2009–2015, respectively. In the framework, landscape metrics are used for identifying the UVs and
quantifying their evolution patterns on the basis of a city-UV-building hierarchical landscape model.
Transfer learning is also introduced to use the samples and features across the spatial and temporal
domains, which reduces the time and labor cost, as well as improves the mapping accuracies by
3–10%. The results show that the total area of UVs has decreased by less than 6% in Shenzhen and
more than 45% in Wuhan. Moreover, we observe significant spatial correlations in the development
of UVs in Shenzhen. By contrast, no strong spatial correlations are found in Wuhan’s UVs, indicating
that their development is largely independent of the spatial location. The results reveal two typical
strategies, i.e., demolition and renovation, towards the redevelopment of UVs in China.

Keywords: urban village; informal settlement; urbanization; China; landscape metrics; transfer
learning; spatial statistics

1. Introduction

The developing world is experiencing profound changes caused by urbanization and
industrialization. A large amount of people move to cities from the country in search of better
work and living. Settlements of low-income people, often without formal citizenship, have arisen in
many developing countries with different socioeconomic backgrounds, e.g., slums in India [1] and
South Africa [2] and the favelas in Brazil [3], and they mostly feature poor living environments. It has
been reported that there is a population of about one billion people living in poor urban regions
(e.g., slums) worldwide, most of which are in developing countries [4]. The living conditions in these
informal settlements and their impact on urban development and the corresponding strategies have
become the focus of city managers and researchers [5–7].

In China, one of the largest developing countries, the analog of informal settlements is “urban
villages” (UVs), which originate from villages [8,9]. During the rapid urbanization of China,
the growing cities have engulfed the farmland of neighboring villages, leaving the rural settlements
intact. These settlements are called UVs. Although totally surrounded by newly-urbanized areas, UVs
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remain independent administrative entities collectively managed by the original villagers. The absence
of planning and management has led to disorderly development. UVs have gradually become
settlements of migrant workers and low-income groups due to the inexpensive housing, and they
have close geographical and socioeconomic relationships with the city. A number of studies have
discussed the effect of UVs on urban development from various socioeconomic perspectives [5,10–12],
e.g., affordable housing for migrants [13], the relationships between UVs and public facilities [14],
etc. However, the spatial relationship between UVs and the city and the long-term impact of urban
development, as well as government planning on UVs have seldom been studied, especially in a
quantitative manner. Good knowledge of the long-term development of UVs will help city planners to
make appropriate UV redevelopment policies.

Recently, a few studies of informal settlements in developing countries have used remotely-sensed
data, especially very high-resolution (VHR) satellite imagery, as their major data source [1,15–22].
Hofmann et al. [23] used an object-based approach to detect informal settlements in Rio de Janeiro.
Owen and Wong [24] proposed to differentiate informal settlements with multiple features, including
spectral, texture, geomorphology and road accessibility metrics. In our recent work [14], several scene
classification techniques for detecting UVs were compared. Although many features and algorithms
have been proposed in previous studies, few of them have been evaluated with a remotely-sensed
data time series. As far as UVs are concerned, their evolution patterns have mostly been reported
qualitatively in the past. Meanwhile, despite the great potential in long-term urban monitoring [25–28],
remotely-sensed data have seldom been used for analyzing UVs. The role of remote sensing in guiding
city and UV development, particularly long-term planning of UVs, needs to be further recognized
and advanced.

Specifically, in the use of multi-temporal high-resolution remotely-sensed data for analyzing UV
development, there are two major problems to be resolved: (1) how to model a UV. UVs feature a
concentration of small and low buildings [29], and the composition and configuration of the land
cover (including buildings, vegetation, etc.) is the key to differentiating UVs from other urban areas.
However, in most of the previous studies [18,19,23,30–32], informal settlements have usually been
viewed as pixels or objects (i.e., a collection of adjacent pixels of similar spectral characteristics), which
cannot effectively represent the composition and configuration of the land cover in a larger spatial
scope. (2) The other is how to make use of the features and samples across the spatial and temporal
domains. In general, features and samples derived from one image cannot be applied to other images
to identify UVs, because they are image dependent, and image differences resulting from the various
sensors, atmospheric conditions and azimuth angles always exist in a long time series [33,34]. However,
it is time consuming and labor intensive to identify UVs from each image independently.

Therefore, in this study, we develop a new framework based on landscape metrics and transfer
learning for the long-term monitoring and analysis of UVs. Landscape metrics are employed for the
identification and characterization of UVs based on a proposed hierarchical landscape model, and
transfer learning is introduced to use the features and samples across the spatial and temporal domains.
We apply the proposed method to Shenzhen and Wuhan, two metropolitan cities of China, and present
the spatiotemporal patterns of UV development. According to our findings, we then discuss the roles
and impacts of UVs in urban development and their redevelopment strategies.

2. Study Areas and Data

In this study, we experimented with the urban areas of Wuhan and Shenzhen (Figure 1),
two typical cities accompanied with a large number of UVs in recent decades. Wuhan, situated
at the confluence of the Yangtze and Han rivers, has been the capital of Hubei province and the
largest city in Central China for centuries. It is one of the most populous metropolitan cities in China.
Shenzhen is a very young city, which is situated in the Pearl River Delta, one of the most developed
areas in China. It became the first Special Economic Zone of China in 1979 and has experienced swift
economic development and extraordinary city expansion and population inflow since then [26,35].
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The two cities have different socioeconomic backgrounds and urbanization patterns, which also affect
the development of UVs.

Multi-temporal high-resolution satellite images were acquired over the main urban areas of
Wuhan and Shenzhen (Table 1), which have been radiometrically calibrated. The Wuhan dataset
consists of three images from 2009–2015 and covers an area of 92.26 km2. The Shenzhen dataset
consists of six images from 2003–2012 and covers an area of 91.84 km2.

Figure 1. Study areas: (a,b) the overview; (c) 11.1 km × 8.3 km Wuhan study area in Hubei province;
(d) 12.9 km × 10.8 km Shenzhen study area in Guangdong province.

Table 1. Overview of the Shenzhen and Wuhan multi-temporal data.

Study Area Satellite Date Resolution Image Size (Pixel)

Shenzhen
QuickBird

January 2003

2.4 m 5360 × 4507December 2005
December 2007

May 2010

WorldView-2 November 2010 2 m 6433 × 5409March 2012

Wuhan GeoEye-1 January 2009
2 m 5550 × 4156December 2012

WorldView-2 November 2015

3. Methods

We describe the proposed landscape model and corresponding landscape metrics in Section 3.1
and the transfer learning methods in Section 3.2. The complete workflow is presented in Section 3.3.
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3.1. City-UV-Building Hierarchical Landscape Model

UVs were originally rural settlements. Engulfed by expanding cities, they no longer neighbor
farmland, but instead are surrounded by various urbanized areas, such as commercial areas with
skyscrapers and formal residential areas, which constitute the city together with UVs (Figure 2a,c,e).
Due to the absence of proper planning and management, UVs mainly feature low and crowded
buildings, which were constructed by villagers and are now rented to migrants and low-income
groups (Figure 2b,d,f). Accordingly, open space and green land are scarce in UVs compared to other
urban areas. Hence, we can identify UVs from high-resolution remote sensing images according to the
composition and configuration of the land cover, especially buildings.

Figure 2. City and urban village (UV) landscapes in different views: (a,b) are city and UV landscape
diagrams; and (c,d) are the corresponding remote sensing images; (e,f) show aerial views of a typical
urban area and a UV in Shenzhen.

For the purpose of identifying UVs and further analyzing their development dynamics, we need
to quantify the spatial relationship between the UV and the buildings and the relationship between the
city and UVs. According to their relationships described above, we present a hierarchical landscape
model consisting of two spatial structures at the city and UV scales, respectively, where the term
“landscape” refers to a spatial structure that consists of patches of one or several classes [36]. Specifically,
at the city scale, the city is the landscape, and the UVs and other urban areas (e.g., commercial areas)
are patches within the city landscape; at the UV scale, the UV is the landscape, buildings, vegetation,
etc., are patches within the UV landscape. In this paper, we mostly focus on city-UV and UV-building
structures at the two scales.

The structures and spatial patterns of a landscape, including the composition and configuration
of the landscape patches, can be quantified by various indices, which are usually called landscape
metrics [37–43]. This paper uses two types of landscape metrics, i.e., patch- and landscape-level
metrics [36]. Patch-level metrics are computed for each patch, e.g., the shape index (SHAPE, Table 2)
of a building in a UV or the SHAPE of a UV in the city. Landscape-level metrics are computed for
the entire landscape and can often be defined based on the corresponding patch-level metrics, e.g.,
the mean shape index (MSI, Table 3) of buildings in a UV or the MSI of UVs in the city.

To realize the conceptual hierarchical landscape model and apply the landscape metrics in practice,
we need to create the corresponding landscapes and patches in the context of remote sensing images.
(1) City-UV: The study area is the city landscape. As one of the major products of this study, accurate
UV patches are not available before they are identified from remote sensing images. Alternatively,



Remote Sens. 2017, 9, 365 5 of 23

we use the moving window strategy to divide the city landscape into square sub-landscapes, which are
hereinafter referred to as “scenes” (Figure 3). The scene size is 120 m, which is empirically chosen
(Section 4.1.3). The scenes are then identified as UVs/non-UVs by the composition and configuration
of the land cover. For the further landscape pattern analysis, accurate UV patches are created by
manually refining the detection results. (2) UV-building: Every UV patch in the city-UV structure can be
viewed as the landscape in the UV-building structure. To create building patches for the UV landscape,
we employ the morphological building index (MBI) [44–46] for unsupervised and rapid extraction
from the high-resolution images, which has been used in a number of recent studies including built-up
area detection [47] and urban change detection [48]. We also create vegetation patches using the
normalized difference vegetation index (NDVI). Since buildings are dominant in UVs, vegetation
patches are not used for analyzing the UV landscape, but to help differentiate UV scenes from others
(the percentage of UV areas in the city landscape (PLAND), mean patch size (MPS) and patch size
standard deviation (PSSD) in Table 3 are computed for the vegetation patches).

Figure 3. The moving window strategy for dividing the city landscape. Scenes are half-overlapped.

Table 2. List of landscape metrics for the city-UV structure.

Level Abbrev. Metric Formula

AREA Area of the UV (ha) aj
PERIM Perimeter of the UV (m) pj

Patch SHAPE Shape Index of the UV 0.25pj√aj

CONTIG Contiguity Index of the UV ( 1
R ∑R

r=1(gjr ∗ c)− 1)/(∑ c− 1)
NND Distance to the nearest neighboring UV (m) hj

CA Total area of UVs (ha) ∑n
j=1 aj

PLAND Percentage of UV areas in the city (%) CA/A
Landscape NP Number of UVs (#) n

AWMSI Area-weighted mean shape index ∑n
j=1

(
SHAPE aj

CA

)
AWNND Area-weighted nearest-neighbor distance ∑n

j=1

(
hj

aj
CA

)
Where n is the number of UVs, A is the total landscape area, aj is the area of UVj, pj is the perimeter of UVj,
R is the number of pixels in UVj, c is a specific convolution kernel [49], gjr is the corresponding region of UVj,
centered at pixel r, and hj is the distance from UVj to the nearest UV.

Tables 2 and 3 list the landscape metrics used for the two structures respectively. To characterize
the city-UV structure, we select a suite of patch- and landscape-level metrics available in FRAGSTATS
software [36], which are detailed in Section 3.3.4. They have previously been used for describing urban
land uses and urban growth, assessing urban contiguity and investigating the spatial heterogeneity of
different landscapes [38,42,50–52]. To identify UV scenes, we propose a collection of 25 metrics. A small
number of commonly-used metrics is enough to describe the UV-building structure, but additional
metrics could help to better differentiate UV scenes from others. In fact, landscape metrics are mostly
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used as indicators, and a few studies have used them as features for classification and detection [53].
We select and define these metrics from various views (e.g., area, shape and distance). Some metrics
might not help the identification, but this can fortunately be addressed by feature weighting, i.e., the
evaluation of the significance of the different metrics (Section 3.2). Some of them are also used to
characterize the UV-building structure and are further explained in Section 3.3.4.

Table 3. List of landscape metrics for the UV-building structure, which are all landscape-level metrics.

Abbrev. Metric Formula

NP Number of patches (#) n

PLAND Percentage of landscape (%) CA/A

LPI Largest patch index (%) maxn
j=1 aj/CA

MPS Mean patch size (ha) CA/n

PSSD Patch size standard deviation (ha)
√

1
n ∑n

i=1 (ai −CA/n)2

ED Edge density (m/ha) ∑n
j=1 pj/A

CLAND Core area percent of landscape (%) ∑n
j=1 ac

j /A

NCA Number of core areas (#) ∑n
j=1 nc

j

MCA Mean core area per patch (ha) 1
n ∑n

j=1 ac
j

CASD Patch core area standard deviation (ha)
√

1
n ∑n

i=1 (ac
j −MCA)2

TCAI Total core area index (%) (∑n
j=1 ac

j )/(∑
n
j=1 aj)

MCAI Mean core area index (%) 1
n ∑n

j=1(ac
j /aj)

MNN Mean nearest-neighbor distance (m) ∑n
j=1 hj/n

NNSD Nearest-neighbor standard deviation (m)
√

1
n ∑n

i=1 (hj −MNN)2

MPI Mean proximity index 1
n ∑n

j=1 ∑n
s=1 ajs/h2

js

PISD Proximity index standard deviation
√

1
n ∑n

i=1 (∑
n
s=1

ajs

h2
js
−MPI)

2

MSI Mean shape index 1
n ∑n

j=1
0.25pj√aj

AWMSI Area-weighted mean shape index ∑n
j=1

(
0.25pj√aj

aj
CA

)
MPFD Mean patch fractal dimension 1

n ∑n
j=1

2 ln (0.25pj)
ln aj

AWMPFD Area-weighted mean patch fractal dimension ∑n
j=1

(
2 ln (0.25pj)

ln aj

aj
CA

)
MPER Mean patch extent ratio ∑n

j=1 rj/n

ERSD Patch extent ratio standard deviation
√

1
n ∑n

j=1 (rj −MPER)2

MPAR Mean patch aspect ratio ∑n
j=1 lwj/n

ARSD Patch aspect ratio standard deviation
√

1
n ∑n

j=1 (lwj −MPAR)2

PVAI Patch vegetation area index ∑n
j=1 vj/A

Where n is the number of buildings, CA is the total area of buildings, A is the total landscape area, aj is
the area of building j, pj is the perimeter of building j, nc

j is the number of disjunct core areas in building

j based on specified buffer width (3 pixels in this paper), ac
j is the core area of building j, hj is the distance

from building j to the nearest building, ajs is the area of building s within a specified neighborhood (10 pixels
in this paper) of building j, hjs is the distance between building s (located within a specified neighborhood)
and building j, rj is the area ratio of building j and its minimum enclosing rectangle, lwj is the length-width
ratio of the minimum enclosing rectangle of building j and vj is the area of vegetation within a specified
neighborhood (3,5,7,9 pixels in this paper) of building j. In addition, PLAND, MPS and PSSD were also
computed for the UV-vegetation landscape in the classification.
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3.2. Transfer Learning: Sample and Feature Weighting

To differentiate UV from non-UV scenes, we first quantify the scenes by the various metrics and
represent the scenes as one-dimensional vectors by stacking the metric values, and we then classify
the vectors. Accordingly, we need a collection of suitable metrics to quantify the scenes and labeled
scenes to train the classifier. Although we could manually label scenes from the input image and
select suitable metrics (e.g., those listed in Table 3), scenes and metrics that have been evaluated with
previous images are preferred, because this not only greatly reduces the time and labor cost, but also
enables an efficient and automatic procedure for the monitoring of UVs.

However, the vector (i.e., metric values) associated with the same scene at different times is
generally different due to the image differences caused by the various sensors, atmospheric conditions
and azimuth angles. For instance, the shape index of building patches in UVs may have different
normal distributions, N(µ1, σ2

1 ) and N(µ2, σ2
2 ), in different images. When such labeled vectors derived

from previous scenes are used to train the classifier, wrongly-classified scenes will occur due to the
difference in the distributions of the metric values between images.

Another problem emerges when we apply metrics that have been proven to be suitable for one
city to other cities. Although the main characteristics of UVs are the same across cities, there are
always some different aspects in their composition or configuration. For instance, the UVs in Shenzhen
usually have narrower spaces between buildings than in Wuhan because of the higher population
density [54]. Consequently, discriminative metrics, especially those with specific parameters (e.g., core
area metrics), for one city may be ineffective for others, leading to more computation time and inferior
detection results.

To address the above two problems, transfer learning, which is attracting increasing interest in
remotely-sensed data classification [31,55–58], is introduced. Transfer learning aims to extract the
knowledge from one or more source tasks and applies the knowledge to a target task [59]. In this
study, a “task” refers to the identification of UVs from an image using suitable features (i.e., landscape
metrics) and labeled samples (i.e., scenes). Then, the completed task with previous images is a source
task, whose context (including the identified scenes, the collection of metrics used and the distribution
of calculated metric values) is called the source domain. Correspondingly, identifying UVs from a new
image is the target task, whose context is called the target domain.

For the first problem, i.e., how to use source domain samples (i.e., scenes) in the target domain,
a recently proposed method called the two-stage weighting framework for domain adaption
(2SW-MDA) [60] is used in this study. The method assigns different weights to the source domain
samples, i.e., sample weighting, which are used to train the classifier in the target domain. Samples
with larger weights are considered more important in the training, by which the differences between
the distributions of metric values in the source and target domains are minimized in the classification.

To address the second problem, i.e., how to transfer metrics between cities efficiently, we propose
a metric propagation and selection procedure. The collection of metrics is first enlarged to enhance
the generalization ability for the new city by adding new metrics or replicating existing metrics
with different parameters and then reduced by getting rid of the insignificant or negative metrics.
To evaluate the significance of the metrics, two feature weighting strategies are used: the mean decrease
in the Gini index (MDG) [61,62] and the vector angle (VA) (see the Appendix). MDG has been used for
the feature selection and assessment of variables [63,64], and VA indicates the contribution of a metric
to the transferability of scenes across domains. In contrast with VA, MDG can be computed with less
a priori knowledge, but it does not take domain differences into account. We use both of them to fully
evaluate the significance of the metrics.

3.3. Processing Chain

The proposed method includes four parts, which are described successively. All analysis were
conducted using MATLAB unless specified otherwise.
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3.3.1. Preprocessing and Feature Extraction

First, the MBI and the NDVI are computed to extract buildings and vegetation from remote
sensing images (Section 3.1), where radiometric calibration is required because the NDVI is a spectral
index. In this study, all images (Table 1) were acquired with radiometric and geometric calibration
in advance.

3.3.2. Sample and Metric Preparation

Second, images are divided into half-overlapped scenes (Figure 3). The scene size is determined
according to the common scale of UVs, which is 120 m in this study (Section 4.1.3). Then, the labeled
samples (i.e., scenes) and the collection of metrics used to quantify the UV-building landscape are
either selected manually or acquired from previous tasks.

In this study, we selected 12 labeled samples, including six UV and six non-UV scenes, for the
Shenzhen dataset, which have the same locations in different images. They were used as training
samples in the classification. Therefore, we classified an image with labeled samples from earlier
images (i.e., source domains). For example, the Shenzhen 2007 QuickBird image was classified using
labeled samples from earlier Shenzhen 2003 and 2005 QuickBird images. Since Wuhan images were
acquired later, we also used earlier Shenzhen-labeled samples as their training samples with the help
of sample weighting (Section 3.2). For example, the Wuhan 2009 GeoEye-1 image was classified using
labeled samples from Shenzhen 2003–2007 QuickBird images.

In terms of metrics, we selected 25 metrics with appropriate parameters (Table 3) for the Shenzhen
dataset. Then, we transferred them to the Wuhan dataset by the metric propagation and selection
procedure. Specifically, in the experiments, we replicated metrics by changing the parameters, which
improves the generalization of metrics for other cities. For example, the buffer width of core area
metrics was three pixels for Shenzhen, and for Wuhan, we added core area metrics with five and seven
pixels as the buffer width. We then used the propagated collection of metrics for the classification and
obtained the metric significance by feature weighting (Section 3.2). Next, the propagated collection
was reduced according to the significance, where the number of metrics in the reduced collection was
equal to that in the original collection.

3.3.3. Scene Representation and Classification

For each scene, building and vegetation patches are created with the MBI and the NDVI, and the
landscape structure is quantified by the selected metrics using FRAGSTATS [36]. The scene is then
represented as a vector by stacking the calculated metric values. Finally, using the selected training
samples, UV and non-UV scenes are differentiated by classification of the associated vectors: (1) when
the training samples are all from the target domain, we just need an ordinary supervised classification;
(2) when some of training samples are from source domains, transfer learning is needed.

In this study, for the first case, the random forest (RF) classifier was used because of its high
efficiency and accuracy [65]; for the second case, we implemented the sample weighting with
2SW-MDA and employed the support vector machine (SVM) classifier [66] for classification, which
allows an explicit use of sample weights in building the classification model, since the RF classifier
cannot explicitly take sample weights into account. The RBF kernel was used for SVM, and the
parameters of both classifiers were selected by leave-one-out cross-validation.

To evaluate the effectiveness of the proposed method, we needed test samples for a quantitative
accuracy assessment. For each image, we used all of the scenes where the UVs occupied more than
90% as positive test samples, whose number ranged from about 90–190 for different images; we
used 600 random pure non-UV scenes as negative test samples, which outnumbered the positive
samples because of the large proportion of non-UVs in the whole landscape. The Kappa coefficient
and omission/commission errors were computed for the assessment.
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3.3.4. Post-Processing and Spatial-Temporal Analysis

For accurate landscape analysis of UVs, the raw classification results were further checked and
improved manually by removing false detection, refining UV boundaries, etc. Because of the low
omission and commission errors (Table 4), the manual refinement did not cost much time.

Then metrics in Table 2 and 3 were selected to analyze the city-UV and UV-building structures. To
avoid any confusion, subscripts u and b are added to city-UV- and UV-building-related metrics,
respectively. Specifically, five patch-level metrics (i.e., AREAu, PERIMu, SHAPEu, CONTIGu

and NNDu) and five landscape-level metrics (i.e., CAu, PLANDu, NPu, AWMSIu and AWNNDu)
were used for the city-UV structure (Table 2), and for the UV-building structure, six landscape-level
metrics with practical meanings were selected from Table 3 according to the metric significance
(Section 4.1.4): NPb, PLANDb, EDb, NCAb, MNNb and MPARb. All metrics used in the landscape
analysis were categorized into two groups.

(I) Describing a single UV (11 metrics): AREAu and PERIMu are the area and perimeter of a UV;
SHAPEu and CONTIGu describe the shape complexity and the connectedness of a UV; NNDu is the
distance of a UV to the nearest neighbor; these five metrics are formulated in Table 2. Another six
metrics are related to the inner built-up development of a UV (i.e., the UV-building structure, Table 3):
PLANDb is the percentage of buildings; NPb and NCAb are the number of buildings and large buildings
in a UV, respectively; EDb is the total length of building boundaries per hectare; MNNb is the average
distance of buildings to their nearest neighbors; and MPARb is the average width-to-length ratio of
buildings. Because the building patches obtained by the MBI might be inconsistent across domains
because of image differences (e.g., the offset of roofs and shadows), we applied linear regression to the
values of the six metrics according to the ground truth.

Moreover, to investigate whether the characteristics and development of the UVs are spatially
related, we computed the global and the local Moran’s I [67] using GeoDa [68]. The global Moran’s I is
a single value ranging from −1–1 that measures some specific pattern occurring over the entire area,
and the local Moran’s I measures the local spatial association for each UV.

(II) Describing the global patterns of UVs in the city landscape (six metrics): CAu and NPu

are the total area and the number of UVs respectively; PLANDu is the percentage of UVs in the
whole landscape; these three metrics can monitor the expansion or retraction of UVs. Another three
metrics, AWMSIu, AWNNDu and PLANDb_AM, are the area-weighted average of SHAPEu, NNDu and
PLANDb in Group I, respectively, where PLANDb_AM can indicate the inner built-up development of
UVs at the city scale.

The two groups of metrics were applied to the city-UV-building landscape model established
with Shenzhen 2003, 2005, 2007 QuickBird images and 2010, 2012 WorldView-2 images, as well as
Wuhan 2009, 2012 GeoEye-1 images and the 2015 WorldView-2 image. The 2010 QuickBird image in
the Shenzhen dataset was not used because it was acquired in the same year as the 2010 WorldView-2
image, but with a lower resolution.

4. Results

4.1. Multi-Temporal Mapping of UVs

We applied the proposed method to all images, and Figure 4 shows the raw classification results
and the multi-temporal extent of the UVs for Shenzhen and Wuhan, where the extent of UVs has been
manually refined based on multiple groups of classification results. Because we used half-overlapped
scenes as classification units, the resolution of raw classification results is 60 m, half of the scene size
(Figure 3). The main changed areas are shown in rectangles. The UVs showed a large reduction in area
in Wuhan from 2009–2015, while the change in Shenzhen is relatively small. A further quantitative
analysis of the UVs can be found in Section 4.2.
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(a) 2005 classification (b) 2012 classification

UVs in 2012
UVs demolished in 2005-12

(c) Final result

(d) 2009 classification (e) 2015 classification (f) Final result

Figure 4. Raw classification results of UVs and the final results with manual processing for Shenzhen
(a–c) and Wuhan (d–f).

4.1.1. Effect of Training Samples on the Result

For investigating to what degree samples from source domains are qualified as training samples,
the Shenzhen images were reclassified using labeled samples from: (1) the target domain; (2) the
source domains without sample weighting; and (3) the source domains with sample weighting (i.e.,
the proposed method). For each image, the source domains refer to earlier images. For instance,
the Shenzhen 2010 QuickBird image has three source domains: Shenzhen 2003, 2005 and 2007
QuickBird images.

The average accuracies produced for each Shenzhen image are shown in Table 4, where the
Shenzhen 2003 QuickBird image was excluded from the classification because it had no source
domains. Unsurprisingly, classification using the labeled samples from source domains without
sample weighting produced the worst results, leading to large omission error up to 0.308. The
proposed method yielded the best results with a good trade-off between omission and commission
errors, and classification using labeled samples from the target domain (i.e., the common approach)
also yielded satisfactory results.

In Table 4, samples from the source and target domains were separately used in the classification.
To investigate whether the result could be improved further by using samples from both the source
and target domains, we classified the Shenzhen images with four different settings: (1) using source
domain samples without sample weighting; (2) using all samples (target domain samples included)
without sample weighting; (3) using source domain samples with sample weighting; and (4) using
all samples with sample weighting. Results show that including target domain samples improve the



Remote Sens. 2017, 9, 365 11 of 23

accuracies significantly when sample weighting was not conducted (i.e., first two columns of each
image in Figure 5), but did not lead to the same accuracy improvement when sample weighting was
conducted (i.e., last two columns of each image in Figure 5).

Table 4. Average accuracies (Kappa value, omission error and commission error from top to bottom)
produced with different training samples in the classification of the Shenzhen images.

Training Samples QuickBird QuickBird QuickBird WorldView-2 WorldView-2
Used in Classification 2005 2007 2010 2010 2012

0.864 0.920 0.853 0.919 0.945
Target domain samples 0.158 0.102 0.105 0.023 0.020

0.013 0.005 0.040 0.042 0.014

Source domain 0.793 0.866 0.764 0.804 0.964
samples without 0.124 0.152 0.308 0.259 0.017

sample weighting 0.069 0.018 0.006 0.004 0.012

Source domain
samples with

sample weighting
(The proposed)

0.936 0.983 0.909 0.953 0.968
0.010 0.005 0.038 0.006 0.001
0.028 0.007 0.029 0.025 0.019

QuickBird

2005

QuickBird
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QuickBird

2010

WorldView-2

2010

WorldView-2

2012

0.0

0.2

0.4

0.6

0.8

1.0

□ TDS □ SW

☑ TDS □ SW

□ TDS ☑ SW

☑ TDS ☑ SW

Figure 5. Average Kappa values produced in the classification of the Shenzhen images with four
different settings, where TDS and SW respectively mean whether target domain samples and sample
weighting were used in the classification.

4.1.2. Effect of Feature Weighting on the Result

To evaluate feature weighting in the transfer of metrics across cities, we classified the Wuhan
images with different training samples and metrics (Table 5). It can be seen that the use of the Shenzhen
samples improves the results greatly. In addition, the proposed metric propagation and selection
procedure produces higher accuracies for two out of three images than the original collection in
Table 3. Especially, the propagated collection performs the best, but the gaps between the Kappa values
produced by the different collections are narrow. For instance, the maximum accuracy difference
between the propagated collection and the reduced one by MDG is 0.14.

4.1.3. Effect of the Scene Size on the Result

The scene size used in the above experiments was fixed, i.e., 120 m. Because UVs have different
sizes and shapes, the scene size does affect the results. To evaluate the effect quantitatively, we classified
the Shenzhen images with three other scene sizes, i.e., 80 m, 100 m and 140 m. In the experiments, the
training samples were not changed because the metrics used for classification (Table 3) were unrelated
to the scene size, i.e., a metric value computed for a UV scene of 80 m was comparable to that computed
for a UV scene of 140 m (there were actually two exceptions, i.e., number of patches (NP) and number
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of core areas (NCA), and we normalized their values according to the scene size). Meanwhile, the
sizes of the original test samples (i.e., scenes) were changed from 120 m to 80 m, 100 m and 140 m
accordingly, and their center positions were kept unchanged. According to our selection criterion, the
test samples were pure scenes at 120 m, and their labels should remain consistent from 80 m–140 m.

The results show that the accuracies consistently increase as the scene size is increased from
80 m–120 m (Figure 6). When the scene size becomes larger (i.e., 140 m), the accuracies fall for two
images and increase slightly for the others. Figure 7 shows the change of the classification results along
with the scene size for a Shenzhen UV. The results look finer with a smaller scene size, but there are one
or two wrongly-classified scenes in the bottom left corner when the scene size is smaller than 120 m.

Table 5. Highest Kappa values produced for the Wuhan images.

Sample Sources The Collection of Metrics GeoEye-1 GeoEye-1 WorldView-2
2009 2012 2015

Wuhan Table 3 0.737 1 0.730 0.714
Shenzhen + Wuhan Table 3 0.777 0.835 0.764
Shenzhen + Wuhan Propagated 0.803 0.790 0.779
Shenzhen + Wuhan Reduced by VA 0.794 0.812 0.665
Shenzhen + Wuhan Reduced by MDG 0.794 0.779 0.765

1 This result was produced with labeled samples from the target domain, i.e., the 2009 GeoEye-1 image,
because no earlier Wuhan samples were available.

QuickBird
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QuickBird

2007

QuickBird

2010

WorldView-2

2010

WorldView-2

2012

0.0

0.2

0.4

0.6

0.8

1.0

80 m

100 m

120 m

140 m

Figure 6. Average Kappa values produced for the Shenzhen images with different scene sizes.

80 m 100 m 120 m 140 m

Figure 7. The left image, extracted from the Shenzhen 2012 WorldView-2 image, shows a UV; the other
images are the corresponding classification results produced with different scene sizes.

4.1.4. Significance of the Landscape Metrics

We computed the metric significance with the proposed method (Section 3.2) and converted the
numeric values to ordinal numbers, i.e., the ranks of metric significance, where a metric of rank #1
means it is most significant among all metrics in the classification according to the measure (MDG or
VA) used. Metrics with the same definition but different parameters were merged, and we finally had
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25 metrics related to building patches and three metrics related to vegetation patches (i.e., vPLAND,
vMPS and vPSSD).

The metric ranks are similar between Shenzhen and Wuhan, while there are obvious differences
between MDG and VA (Figure 8) due to different ideas behind the two measures. In fact, the ranks
mostly differ for the metrics related to the building shape (e.g., MSI, extent ratio standard deviation
(ERSD) and aspect ratio standard deviation (ARSD)) and vegetation (e.g., vPLAND), which are
respectively considered important by VA and MDG. For analyzing the UV-building structure, we
selected six metrics according to the metric significance: NP, PLAND, edge density (ED), NCA, mean
nearest-neighbor distance (MNN) and mean patch aspect ratio (MPAR) (Section 3.3.4), all of which
have practical meanings and rank in the first half for both MDG and VA.

VA MDG

NP

PL
AN
D
LP
I
M
PS
PS
SD ED

CL
AN
D
NC
A
M
CA

CA
SD
TC
AI

M
CA
I

M
NN

NN
SD M

PI

PI
SD M

SI

AW
M
SI

M
PF
D

AW
M
PF
D

M
PE
R

ER
SD

M
PA
R

AR
SD
PV
AI

vP
LA
ND
vM
PS

vP
SS
D

0

5

10

15

20

25

Rank

(a) Shenzhen
VA MDG

NP

PL
AN
D
LP
I
M
PS
PS
SD ED

CL
AN
D
NC
A
M
CA

CA
SD
TC
AI

M
CA
I

M
NN

NN
SD M

PI

PI
SD M

SI

AW
M
SI

M
PF
D

AW
M
PF
D

M
PE
R

ER
SD

M
PA
R

AR
SD
PV
AI

vP
LA
ND
vM
PS

vP
SS
D

0

5

10

15

20

25

Rank

(b) Wuhan

Figure 8. Average rank of the metric significance computed by the vector angle (VA) and mean decrease
in the Gini index (MDG), respectively.

4.2. Spatiotemporal Statistics and Analysis of UVs

4.2.1. Multi-Temporal Patterns of UVs

Figure 9 illustrates the evolution of UVs at the city scale with metrics in Group II (Section 3.3.4).
On the one hand, a similar trend can be observed for the two cities, i.e., a shift of the ring from
upper right to lower left, which is mainly caused by the decreasing area (i.e., CAu) and number (i.e.,
NPu) of UVs and the increasing distance between UVs (i.e., AWNNDu) in the whole city. On the
other hand, there are two noteworthy differences between Shenzhen and Wuhan. Firstly, the UVs in
Wuhan experienced a more radical demolition program than in Shenzhen. About half of the UVs were
demolished in Wuhan study area from 2009–2015, while less than 6% of the UVs in Shenzhen were
demolished from 2003–2012. Secondly, the inner built-up development of UVs (i.e., PLANDb_AM) in
Wuhan decreases consistently with their total area and number, while this is the opposite in Shenzhen.
The reasons behind the city-level changes are discussed in Section 5.2.
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Figure 9. Evolution of UVs at the city scale illustrated by landscape metrics.

The distributions of metrics at the UV scale (i.e., Group I in Section 3.3.4) are shown in Figure 10.
All aspects of the UVs in two cities have a considerable overlap, indicating the similarity of the UVs
between cities. On average, the UVs have a larger area (AREAu) and building coverage rate (PLANDb)
in Shenzhen and a larger neighboring building distance (MNNb) in Wuhan. In addition, some opposite
trends are found. For instance, the number of large buildings (NCAb) is decreasing in Wuhan’s UVs
while it is increasing slightly in Shenzhen’s UVs.
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Figure 10. Metric statistics for the Shenzhen and Wuhan study areas, where the first five bars and the
last three bars in each plot respectively belong to Shenzhen and Wuhan.

4.2.2. Spatial Patterns of UVs

Using the global Moran’s I (Section 3.3.4), we found significant spatial auto-correlation of some
metrics, which are mainly related to the UV-building structure (Table 6). In Shenzhen, PLANDb, EDb,
NCAb and MNNb show a significant positive spatial auto-correlation, i.e., if a UV has a high/low
built-up intensity, its neighbors also tend to have a high/low built-up intensity. In Wuhan, such
consistent global spatial auto-correlation is not observed.
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Table 6. Global Moran’s I of the landscape metrics showing significant spatial auto-correlation.

City Year NPb PLANDb EDb NCAb MNNb

2003 0.17 ‡ 0.4 ‡ 0.38 ‡ 0.29 ‡ 0.12 ‡

2005 0.03 0.16 ‡ 0.18 ‡ 0.19 ‡ 0.08 ‡

Shenzhen 2007 0 0.08 ‡ 0.07 † 0.05 † 0.04 †

2010 0.05 † 0.16 ‡ 0.17 ‡ 0.2 ‡ 0.06 †

2012 0 0.2 ‡ 0.19 ‡ 0.19 ‡ 0.05 †

2009 0.07 ‡ −0.05 −0.04 0.01 −0.02
Wuhan 2012 0.14 ‡ 0.08 † 0.13 ‡ 0.15 ‡ 0.09 †

2015 0.06 0.06 0.02 0.06 −0.01
† This value is significant at the level of 0.05. ‡ This value is significant at the level of 0.01.
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Figure 11. Spatial clustering of UVs produced by different metrics in Shenzhen. From left to right, the
year of each image is 2003, 2005, 2007, 2010 and 2012. Red and blue colors respectively indicate metric
values above and below the average. In the legend, “High-High” and “Low-Low” represent positive
spatial correlation, and “High-Low” and “Low-High” represent negative spatial correlation.

To further investigate the local spatial patterns, we applied the local Moran’s I to the metrics.
In Shenzhen, except the four metrics showing significant spatial auto-correlation, we found CONTIGu

also had local spatial associations. Figure 11 shows the spatial clusters produced by PLANDb,
MNNb and CONTIGu from 2003–2012. In all 15 results, we can clearly see two groups of UVs
showing significant spatial correlation: one group at the southwest and the other at the northeast.
The former group have a higher building coverage rate (PLANDb), a higher connectedness (CONTIGu)
and a lower neighboring building distance (MNNb); UVs in this group are positively correlated.
By comparison, UVs in the latter group are diverse, i.e., they have a negative spatial correlation,
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in terms of connectedness (CONTIGu) and neighboring building distance (MNNb). In Wuhan,
again, no significant local spatial associations were found with any metric, implying that the inner
built-up development of UVs in Wuhan is largely independent of UVs’ spatial location.

To better illustrate how the global trend and the inner built-up development of UVs are related to
the city environment, we present a sketch of the UVs and the main geographical features of each city in
Figure 12. UVs that have been demolished are colored in green. Two auxiliary parallel lines are added
on each figure according to the foregoing analysis and divide each area into three parts. In Shenzhen,
the geographical distance to the city center, Futian central business district (CBD), has significant
correlations with the development of UVs: (1) UVs in the south and the center have a higher possibility
of being demolished; (2) the building coverage rate (PLANDb) of UVs in the south is the highest and
becomes consistent spatially from 2003–2012 (Figure 11a); (3) UVs in the north have a building coverage
rate lower than the average, and they show heterogeneity in other aspects, such as shape (CONTIGu)
and neighboring building distance (MNNb); (4) UVs in the center are the most heterogeneous, i.e., their
shape and inner built-up development are diverse and have no local spatial correlations. In Wuhan,
by contrast, the spatial locations of UVs have few correlations with their inner built-up development.
Meanwhile, the location of a UV is highly related to whether it should be demolished. In the center,
UVs have been basically eliminated, while in other areas, UVs still exist, especially in the west close to
the Yangtze River (the natural area at the north west corner of Figure 12b and the blue line in Figure 1c).

(a) Shenzhen 2012 (b) Wuhan 2015

Figure 12. UVs in the urban environment.

5. Discussion

5.1. Monitoring UVs Using a Remotely-Sensed Data Time Series

Compared with time- and labor-intensive field surveys, the proposed framework enables efficient
monitoring and assessment of UVs based on a remotely-sensed data time series, providing up-to-date
information for city planners, e.g., fast detection of UV-like settlements and quick assessment of
redevelopment policies of UVs. Actually, remotely-sensed data have long been acknowledged as
an important data source for analyzing the urban environment [27,51,69], and a number of approaches
have been proposed for mapping various types of settlements [1–3], but the development of UVs in
China has seldom been reported or analyzed in the literature. This study fills the gap with a new
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framework, which differs from the previous studies about informal settlement mapping in three
main aspects.

(1) The scene, or the moving window, is used as the classification unit. At a very high spatial
resolution (2/2.4 m in this study), UVs are actually a collection of pixels or primitive objects (Figure 2)
where the pixels and objects have different categories and physical characteristics. Therefore, it is
convenient to identify UVs at a spatial level higher than pixels and primitive objects (e.g., buildings) [23,
24]. One popular way is the object-based approach where an image is segmented at multiple levels [16,
23,70]. However, the segmentation of a urban environment is still complex and challenging [71–73], and
we may need to manually edit the segmentation results in the early stage without enough information
about UVs. Therefore, the more automatic moving window strategy is adopted in our framework
(Figure 3), where the scenes are half-overlapped to increase the mapping accuracy. The only parameter
(i.e., the scene size) has been proven to be effective over a wide range (Figure 6).

(2) Landscape metrics are used as features to directly distinguish different urban structures.
Previously, only a few studies have used landscape metrics for classification or detection of land
cover use [21,53,74], because it is difficult to establish an appropriate landscape model. In this study,
based on building and vegetation detection results obtained by the MBI [45,46] and the NDVI, we
are able to do this. Compared to the traditional spatial or textural features [75,76], landscape metrics
describe the composition and configuration of the land cover in the scene directly. Their definitions are
straightforward and mostly parameter-free (Table 3) and, hence, unrelated to the scene size, which
greatly reduces the complexity of the feature representation and transfer.

(3) Transfer learning is introduced to reuse samples and features. Transfer learning is attracting
increasing interest in the remote sensing community [55–58] because it can reduce time and labor
costs by using previous knowledge, but to date, it has not been used for the long-term monitoring of
settlements. The proposed method achieves the reuse of samples and metrics to identify UVs in new
images, enabling efficient processing of images without loss of mapping accuracy (Tables 4 and 5).
Thanks to the transfer learning, our method could be easily applied to other metropolitan areas and
new booming cities.

In terms of results, the accuracy of the Wuhan dataset (Table 5) is significantly lower than that of
Shenzhen (Table 4). Although the accuracies of different cities are actually not comparable because
there are many uncontrollable factors (e.g. testing samples), a visual inspection of Figure 4 still indicates
that the results of Wuhan are inferior to those of Shenzhen. On the one hand, the accuracy difference
can be explained by the differences between the UVs of two cities. Because of the higher population
density of Shenzhen [54] and the large-scale demolition of UVs in Wuhan (Figure 4), the building
density of UVs in Shenzhen is generally higher. It is therefore easier to identify the UVs in Shenzhen,
resulting in a higher accuracy. On the other hand, the metrics in Table 3 were initially collected and
evaluated for Shenzhen, and they may not be very appropriate for Wuhan, so a better transfer method
for the metrics may be developed.

In fact, owing to the spatiotemporal diversity of UVs and the simplicity of metrics in characterizing
landscape structures, existing landscape metrics may be insufficient for certain objects, and new
metrics need to be developed accordingly. For instance, several metrics (e.g., MPER and MPAR)
in Table 3 are specifically designed for characterizing the spatial composition and configuration of
buildings. In addition, features other than landscape metrics could also be integrated into the proposed
framework. However, the collection of metrics presented in Table 3 should be a good starting point for
similar research.

Because remotely-sensed data only capture physical characteristics, the resulting extent of UVs
may not be the same as that recognized by the authorities who also take other factors (e.g., land
ownership) into account. In fact, there may be two inconsistent cases. The first case is the areas
recognized as UVs by the government, but not in this study. Such areas are mostly rural settlements
that are surrounded by urbanized areas, but have not been developed yet at the time the remote sensing
images were acquired, which should be identified with later images once they become common UVs
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with high building and population densities. For example, the increase of UVs in Shenzhen from
2003–2005, which all appear in the north cluster in Figure 12a, actually indicates the transition of
original rural settlements to UVs [5]. The second case is the areas identified as UVs in this study, but
not by the government. Such areas are mostly degraded or outdated residential areas [77], which often
appear in cities (e.g. Wuhan) with many built-up areas of several decades. Because these areas do not
originate from villages but have similar physical appearances and function to UVs, the government
generally applies the same policies and planning (i.e., demolition and renovation) [78]. Thus, it is
important and reasonable to consider such settlements together with UVs in our analysis.

5.2. Development of UVs and the Future

Our research connects the development of UVs with that of the city and buildings from the
spatial point of view, and the analysis results at the city scale are basically consistent with government
planning, which aims to eliminate UVs finally. In Shenzhen, for instance, owing to “The Master Plan of
Urban Village Redevelopment (2005–2010)” and “The Special Plan of City Renewal (‘Redevelopment
of Old City’) (2010–2015)” proposed by the government, the total area of UVs reached a peak in 2005
and has since fallen (Figure 9a). Similarly, UVs have greatly decreased in area in Wuhan (Figure 9b),
where the government has announced plans to demolish all UVs near the city center. In summary, at
the city scale, the change of the UVs in Shenzhen is very small, compared to the large-scale demolition
in Wuhan (Figure 12). At the UV scale, however, some valuable facts are revealed, not only the
quantitative assessment of UV development, but also the city-related spatiotemporal changes. By
2012, as shown in Figure 11, the UVs in Shenzhen had formed three spatial clusters, which are closely
related to the distance to the city center (i.e., the Futian CBD). By contrast, no significant spatial
relationships were found in Wuhan. In fact, the steady and controllable UV changes occurring in
Shenzhen from 2003–2012 reflect the important role the government plays in urban planning, which
restrains disordered development of UVs driven by economic interests [9,79].

China is a very large developing country with a remarkable diversity of regional development [80].
The large-scale development of UVs and the resulting severe problems (e.g., public health and security
due to poor living environment [29]) is mainly occurring in a few mega cities, including Shenzhen [81],
Wuhan [82], Beijing [27], Shanghai [83], etc. For these cities, as indicated in the aforementioned analysis,
there are two different strategies towards the redevelopment of UVs. The first strategy is demolition,
which is adopted by the majority of cities (e.g., Wuhan) [13,84]. By compensating the villagers who
own the land, the government takes over the land ownership and demolishes UVs entirely. Although
this strategy can “clean” the city quickly, low-income habitants and workers who lived in the UVs
have to look for new affordable housing in the suburbs far from the city center or leave the city,
which may result in a shortage of human resources and rising housing prices and, finally, lessen the
sustainability of the city development [85]. Thus, demolition, though preferred by many city managers,
does not fully address the UV problems. The second strategy is renovation (e.g., Shenzhen). The aim
of renovation is to incrementally improve the infrastructure and environment of UVs and gradually
integrate the UVs into urban areas [81]. It is not surprising that Shenzhen has adopted this strategy
given that Shenzhen has the highest proportion of population living in UVs in China [54]. Compared
to demolition, renovation has less influence on the city development and is milder for UV inhabitants,
though it is more difficult and time consuming to implement [86,87]. In practice, some cities do not
always stick to a particular strategy. Instead, they adopt a mixed strategy [88,89], i.e., a combination of
demolition and renovation of UVs, which is a more flexible choice.

Nonetheless, the conflict between urban population (including low-income migrant population)
growth and the shortage of formal urban settlements will last for a long time as long as China remains
in a state of rapid urbanization along with economic development [90], which is a difficult problem for
urban planning and management that cannot be solved just by demolition or renovation of UVs. Many
cities have built “Low-rent Houses” [91,92] for specific low-income citizens, but this cannot cover all
of the population in need, especially rural migrants. Moreover, city development is influenced by
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many factors and does not always evolve as city managers expect. For example, the average building
coverage rate of UVs in Shenzhen is still increasing slightly as shown in Figure 9. Even in cities
planning to demolish all UVs, new UV-like settlements may appear in the urban fringe [93] or, even
worse, formal residential areas in the city center may become degraded if there is a strong demand for
inexpensive housing. Both cases indicate the need for the long-term monitoring of UV-like settlements,
especially at the block scale.

6. Conclusions

This paper has investigated the development of UVs with a high-resolution satellite image time
series. To this aim, a new framework based on landscape metrics and transfer learning has been
proposed. Landscape metrics were proven effective in distinguishing UVs from non-UVs, suggesting
that they have promise for the identification of semantic geographical objects. The introduction of
transfer learning not only reduces the time and labor cost, but also improves the mapping accuracy,
which indicates its important role in long-term urban environment monitoring.

UVs in two typical metropolitan cities of China were analyzed. On the basis of the
city-UV-building landscape model, we quantitatively characterized the spatial relationships at city
and UV scales using landscape metrics. The results demonstrate the recent decline of UVs in
these metropolitan areas. The further spatial statistical analysis reveals two different strategies, i.e.,
demolition and renovation, towards the redevelopment of UVs in China. Although the latter strategy
is friendly to both the urban development and migrants, the observed rise of building density at the
micro scale in Shenzhen’s UVs suggests that it is still difficult to deal with the relationship between
urban development and the demand of migrants and low-income groups for affordable housing.
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Appendix A

Vector angle (VA): Let mij be the value of metric Mj for training scene Si(i = 1, . . . , N), and let wi
be the weight of scene Si computed by sample weighting. Then, mj = [m1j, m2j, · · · , mNj] consists of
the values of metric Mj for all of the training scenes. Then, VA, i.e., the angle between two vectors mj
with sample weights w = [w1, w2, · · · ], is defined as:

VA(Mj) = arccos
∑i mijwi√

∑i m2
ij

√
∑i w2

i

(A1)

The result measures the consistency between mj and w, indicating the contribution of a metric to
the transferability of scenes across domains.
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