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Abstract
Existing methods of change detection that rely on individual image modalities, such as concatenation and differencing, risk 
overlooking the distinct change patterns, and detailed features inherent in different modalities. This oversight can result in 
missed detections and suboptimal delineation of change boundaries. To address these limitations, this study presents a novel 
semantic and differential heterogeneous fusion change detection method, termed HFNet (Heterogeneous Fusion Network). 
HFNet integrates two different bitemporal image input modes to analyze changes and detailed information within image 
pairs. To effectively integrate bitemporal-difference features, we have introduced a module called CFM (Correlation Fusion 
Module) in HFNet, designed to handle the bitemporal features of the concatenation branch and the differencing features of 
the Siamese branch. Furthermore, to exploit multiscale change information in images, we designed the GSFM (Global Scale 
Frequency Fusion) in the decoder stage to establish inter-scale dependencies and adaptively compute multiscale weights. In 
addition, to fully explore the spatiotemporal features of bitemporal images, we constructed a change detection feature extrac-
tion module with a hybrid spatiotemporal Convolution-Transformer structure, named STConvTrans. This feature extraction 
module is designed to efficiently extract and restore fine features from the temporally stacked branches of bitemporal images. 
Extensive experiments on public datasets demonstrate the superior performance of HFNet. Compared to the current state-
of-the-art model, HFNet achieves improvements of 3.7%, 2.9%, and 0.4% in IoU on the CDD, WHU_CD, and SYSU_CD 
datasets, respectively. Moreover, branch line comparative experiments, ablation experiments, and feature extraction module 
comparison experiments further validate the effectiveness of HFNet’s components.
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Introduction

Remote sensing image change detection is a technique that 
employs multi-temporal remote sensing data to identify 
alterations in land cover. This method offers invaluable 
insights for post-disaster assessment (Eftekhari et al. 2023), 
urban development (Huang et al. 2013; Wen et al. 2021), 
land use monitoring (Li et al. 2017; Tu et al. 2021), and 
ecosystem monitoring (Jiang et al. 2022).

In recent years, deep learning-based change detection 
methods have gained significant prominence in the field of 
remote sensing, demonstrating commendable performance 
(Fang et al. 2019; Zhang and Lu 2019). CNNs, due to their 
merits of parameter sharing capabilities and multi-scale 
feature extraction, have been extensively applied in remote 
sensing image change detection (Daudt et al. 2018; JST 
2015; Zhan et al. 2017; Hou et al. 2023). For instance, the 
Siamese CNN is utilized to extract features pixel by pixel 
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from images and encode them into feature vectors (Zhan 
et al. 2017). Changes in optical aerial images are identi-
fied by comparing the similarity between these two vec-
tors. The integration of CNN in this endeavor enables the 
model to autonomously acquire knowledge of landcover 
semantic patterns and structures within the data, conse-
quently enhancing the accuracy and robustness of change 
detection. However, these 2D convolution-based methods 
insufficiently preserve spatiotemporal information between 
bitemporal images.

To address this issue, Re3FCN (Song et  al. 2018) 
employed a 3D fully convolutional network for change detec-
tion, enhancing the utilization of spatiotemporal information 
from bitemporal images compared to 2D convolutions. Nev-
ertheless, traditional 3D convolution often leads to mutual 
interference among diverse spatial features, including spatial 
and channel features, as well as temporal features in images, 
resulting in the loss of temporal information. In addition, 
with the increase of image spatial resolution, despite the 
advantages of CNN-based methods in spatiotemporal fea-
ture representation, the locality of convolutional operations 
limits their receptive field (Zhou et al. 2014), resulting in 
insufficiency context information integration.

Recently, Transformers, which excel at extracting global 
contextual information, have demonstrated performance 
comparable to or even surpassing that of CNNs in the field 
of remote sensing change detection (Chen et al. 2021; Zhang 
et al. 2022). However, Transformers tend to prioritize global 
context over local features, which may pose challenges for 
accurately identifying edge pixels and could lead to insuf-
ficient supervision for smaller objects.

To tackle this challenge, researchers have endeavored 
to establish a mechanism that unifies local semantics from 
CNNs with the global contextual features from Transform-
ers (Chen et al. 2021; Li et al. 2022; Yuan et al. 2022; 
Zhang et  al. 2022). For instance, BIT_CD (Chen et  al. 
2021) employs ResNet as a feature extractor, followed by 
Transformer-based feature enhancement, and ultimately 
outputs change detection results through prediction heads. 
This methodology demonstrates promising results on the 
LEVIR-CD dataset. Similarly, TransUNetCD (Li et al. 2022) 
employs transformers for encoding image patches, which 
are then fused with high-resolution CNN feature maps to 
improve the extraction of local–global semantic features. 
While the aforementioned methods integrating CNNs and 
Transformers for change detection yield promising results. 
Nevertheless, contemporary methodologies primarily con-
centrate on straightforward connections of features produced 
by CNN and Transformer, placing a significant emphasis on 
spatial features. These approaches fall short in fully lever-
aging the temporal features inherent in bitemporal images 
and fail to unlock the complete potential of synergizing the 
strengths of both CNN and Transformer. Therefore, it is 

essential to propose a change detection method that deeply 
integrates the advantages of both CNNs and Transformers.

Furthermore, The existing deep learning change detec-
tion frameworks often concentrate solely on a specific type 
of image feature, such as differential (e.g., FC-Diff (Daudt 
et al. 2018), TransUNet (Li et al. 2022)) or bitemporal fea-
ture (e.g., FC-Siam-Conc (Daudt et al. 2018), FC-Siam-EF 
(Daudt et al. 2018), and SNUNet (Fang et al. 2021)). How-
ever, relying solely on a particular type of image feature 
may constrain network performance. To be specific, while 
bitemporal features can effectively capture extensive land 
cover information, they may obscure critical details related 
to changes, such as the reconstruction or renovation of build-
ings. And differential features emphasize areas of change 
by comparing images captured at different times. However, 
they are susceptible to interference from false changes due to 
the loss of semantic information related to land cover (Zhao 
et al. 2019). From this perspective, the establishment of a 
unified mechanism that integrates differential and bitempo-
ral information holds the potential to enhance the accuracy 
and robustness of change detection. In summary, it is urgent 
to explore a comprehensive and effective change detection 
method that can deeply combine semantic features and dif-
ferential features, while fully leveraging the advantages of 
both CNN and transformer.

Taking into consideration the issues and challenges, this 
study proposes a Semantic and differential Heterogeneous 
Fusion Network (HFNet) for change detection. In order 
to effectively extract temporal global features containing 
change information, our design incorporates two branches 
within the Encoder: the primary branch for temporal con-
catenated features and the auxiliary branch for differencing 
features. To achieve seamless integration of information 
from these branches, we merge data from each scale of the 
auxiliary branch into the primary branch. This process guar-
antees that the primary branch can adequately consider sig-
nificant change information in differencing features at vari-
ous scales. In contrast to single-branch networks exclusively 
relying on specific input types (land cover or difference), our 
proposed framework concurrently capitalizes on the advan-
tages of both land cover features and differencing features. 
This approach mitigates issues such as false positives and 
false negatives resulting from one-sided information extrac-
tion in single-branch networks (Daudt et al. 2018; Fang et al. 
2021; Zhang et al. 2018), providing heightened robustness 
and extracting the most discriminative features.

To effectively integrate the rich image details, present 
in temporal cascade features with the variation information 
found in difference features, we propose the Correlation 
Fusion Module (CFM). This module leverages correlation 
and interaction mechanisms between separate branches and 
bitemporal image pairs to fully exploit the advantages of 
temporal and differential features in terms of semantic detail 
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and change information. Specifically, the features processed 
by each CFM are subsequently fed into the next stage, pro-
gressively emphasizing the interplay between bitemporal 
and differential information. Subsequently, the introduction 
of a Global Scale Fusion Module (GSFM) aims to enhance 
the fusion and integration of information from various scales 
during the decoding phase. Furthermore, a novel hybrid spa-
tio-temporal 3D convolution-Transformer network module, 
called STConvTrans, was designed for the change detection 
network. This module segregates 3D convolution opera-
tions in the temporal and spatial domains and combining 
them with the Transformer to explore global and local infor-
mation. Finally, features from each period are aggregated 
through temporal convolution. This approach alleviates the 
impact of temporal perturbations during spatial information 
acquisition, enhancing temporal feature representation and 
effectively unleashing the potential of the feature extraction 
module in extracting features from bitemporal images.

The specific technical contributions include the follow-
ing aspects:

1. A heterogeneous fusion change detection network frame-
work, named HFNet, is proposed. At each stage of the 
encoder, this network concurrently introduces branches 
for land cover features and sequential differencing fea-
tures, achieving interactive fusion. Additionally, GSFM 
is devised in the decoder to enhance information interac-
tion, interaction, and feature utilization efficiency.

2. A novel change detection module, named STConvTrans, 
is introduced. This innovative hybrid feature extrac-
tion module combines 3D CNN and Transformer. This 
module simultaneously leverages the spatiotemporal 
features, translational invariance of 3D CNN, and the 
global receptive field of Transformer to better capture 
subtle changes and details of objects in images, wide-
spread changes, large-scale terrain changes, or the evo-
lution of overall scenes. This approach addresses the 
inadequacy of regionally correlated information when 
using CNN alone and the insensitivity to local changes 
when using Transformer alone, thereby enhancing the 
performance of change detection.

The remainder of this paper is organized as follows: In 
the “Related Work” section, an overview of the current 
state of change detection research based on deep learning 
is provided. The “HFNet” section presents the overarching 
framework of HFNet and comprehensively describes its 
components. In the “Result and Discussions” section, we 
conduct comparative experiments between HFNet and other 
state-of-the-art algorithms. The effectiveness of the various 
structures within HFNet and the significance of STCon-
vTrans are verified through ablation experiments and feature 
extraction module comparison. Additionally, the network’s 

parameters and computational time are discussed. The “Con-
clusion” section concludes the article and presents prospects 
for future work.

Related Work

Change Detection Methods Based on the Joint 
Mechanism of CNN and Transformer

Recently, the collaborative integration of CNNs and Trans-
formers has gained prominence due to its potential to amal-
gamate the merits of both models, promising enhanced per-
formance. However, common fusion methodologies often 
involve the direct incorporation of land cover semantic fea-
tures, extracted by CNNs, into Transformers (Li et al. 2022; 
Liu et al. 2022a; Song et al. 2022; Wang et al. 2022). While 
this strategy initially integrates local and global information, 
the direct input of features may lead to information loss. For 
example, TransUNetCD (Li et al. 2022) and CTD-Former 
(Zhang et al. 2023a, b) utilize a weight-shared twin con-
volutional encoder to extract temporally invariant features 
(mainly pertaining to land cover) for each period individu-
ally, which are then concatenated and fed into Transformer 
for subsequent exploration of global features. However, this 
temporal concatenation approach still presents disorder in 
channel and time information when further input into the 
Transformer. In contrast, ACABFNet (Song et al. 2022) 
introduces CNN and Transformer branches to concurrently 
explore differential features. Despite the fusion of features 
in an inter-scale manner for fusion, there is still a lack of 
interaction within the same scale, resulting in incomplete 
information fusion.

In summary, contemporary methodologies address the 
issue of missing local details and inadequate contextual 
associations by leveraging the interaction between CNN 
and Transformer. However, they do not yet fully address the 
problem of mutual interference between temporal, spatial, 
and channel features in change detection. This suggests that 
there is still ample room for exploration in the collaborative 
application of CNN and Transformer. Hence, the proposition 
of a deeply integrated CNN and Transformer change detec-
tion feature extraction module becomes imperative.

Framework of Change Detection

Most existing deep learning-based change detection meth-
ods adopt an Encoder-Decoder structure, which, based on 
the form of input data, can be roughly categorized into two 
types. One approach is to fuse the two temporal images and 
then feed the fused image to the change detection network 
as a single input, known as early fusion (EF) (Daudt et al. 
2018; Lebedev et al. 2018; Peng et al. 2019), as shown in 
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Fig. 1a. This approach can fully leverage global information, 
contributing to a better overall understanding of the scene. 
For example, registered pairs of remote sensing images were 
connected as input to an improved UNet + + network (Peng 
et al. 2019).

However, early fusion is executed without adequate fea-
ture extraction in the shallow layers of the network, which 
may result in inadequate depth and complexity, and conse-
quently failing to capture intricate local relationships. To 
address this issue, researchers have proposed an alternative 
feature extraction method that utilizes a neural network to 
extract deep features from bitemporal images. The extracted 
bitemporal features are then fused and change detection is 
performed based on the fused features, named late fusion 
(LF) (Bao et al. 2020; Chen et al. 2020b; Daudt et al. 2018; 
Fang et al. 2021; Liu et al. 2020; Zhang et al. 2018; Zhang 
et al. 2023a, b), as shown in Fig. 1b. For instance, in PPCNet 
(Bao et al. 2020), bitemporal images are separately input 
to a pair of Siamese branches and fused at the end of the 
branches. However, information extracted through deep net-
works may suffer from some loss of details. Therefore, it 
is necessary to propose a change detection framework that 
combines the advantages of EF and LF.

Additionally, researchers have predominantly utilized 
feature fusion methods such as direct concatenation (Bao 
et al. 2020; Daudt et al. 2018; De Bem et al. 2020; Liu 
et al. 2020; Peng et al. 2019; Zhang et al. 2018) or dif-
ferencing to extract semantic and differential features. 
However, these change detection frameworks generally 
rely on a single input modality (e.g., concatenation or dif-
ferencing), which may lead to potential loss of information 
and interference in the extracted features, consequently 
impacting the precision and efficiency of change detection. 
For instance, Bi-SRNet (Ding et al. 2022) and SCanNet 
(Ding et al. 2024) concatenate the outputs of a pair of 
weight-shared convolutional encoders along the channel 
dimension and input them into another separate encoder to 
extract change features. This concatenation input approach 
effectively extracts information about the images them-
selves, but it may also lead to a situation where extrane-
ous data obscures critical change information. Conversely, 

FC-Siam-Diff (Daudt et al. 2018) identifies changes by 
utilizing features derived from the differencing of bitem-
poral images. This approach effectively emphasizes change 
information, but it may also be affected by factors such as 
shadows and seasonal variations. It is clear that these two 
methods serve to complement one another.

Therefore, DMINet (Feng et al. 2023) introduced a new 
module to guide attention distribution between features and 
designed pixel level differencing and channel-level concate-
nation to capture potential multi-level differences. However, 
DMINet did not fully exploit the extraction of temporal con-
catenation and differencing features, nor did it adequately 
leverage their advantages for effective complementarity. 
Thus, the development of a change detection method that 
combines differencing and temporal concatenation features 
to preserve both detail and change information is highly 
necessary.

At the same time, in the aspect of multiscale information 
fusion, most existing methods predominantly employ feature 
pyramid structures in Encoder and Decoder to extract multi-
scale information. For example, SwinSUNet (Zhang et al. 
2022) constructs a feature pyramid by downsampling in the 
Encoder and upsampling in the Decoder to comprehend and 
utilize features at different scales. However, the approach 
described focuses solely on achieving fusion between adja-
cent scales, neglecting fusion among multiple scales. This 
limitation results in incomplete utilization of multiscale 
features, leading to challenges like unclear edge detection 
and missed identification of small objects. Therefore, it is 
necessary to propose a suitable multi-scale fusion module to 
improve the aforementioned problems. ECAM (Fang et al. 
2021) achieves weight redistribution between channels and 
scales through channel attention, effectively realizing multi-
scale information fusion. However, considering the differ-
ences in scene space and semantic information implied by 
features at different scales, features at larger scales often 
cover changes in overall structure and layout aspects, includ-
ing but not limited to the overall outline of buildings and 
road layouts. Meanwhile, features at smaller scales are more 
sensitive, capturing subtle changes and details, such as vari-
ations in building textures and trees. Hence, it is crucial to 

Fig. 1  Current change detection 
architectures. A Early fusion 
and (b) late fusion
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adopt differentiated feature extraction and computation for 
information at different scales.

Hence, in this study, we propose a change detection net-
work, HFNet, which comprises a bitemporal concatenation 
branch and a Siamese differencing branch. Additionally, we 
present a novel feature extraction module, STConvTrans, 
which combines spatial–temporal 3D convolution and 
Transformer for the bitemporal concatenation branch of the 
network. Furthermore, we design two modules: CFM for 
bitemporal-differencing branch fusion and GSFM for multi-
scale fusion.

HFNet

Overall Structure

The overall architecture of the network is shown in Fig. 2. 
Unlike previous studies, we have designed two branches in 
the Encoder, namely the bitemporal concatenation branch 
and the Siamese differencing branch. The concatenated 
branch uses our proposed STConvTrans to capture land-
cover changes (e.g., redevelopment of old residential areas) 
and global imaging condition differences, while the weight-
shared Siamese differencing branch utilizes CNN to generate 
multi-scale difference features that are independent of time, 
aiming to eliminate the interference of local changes related 
to phenology, as each land cover has different phenological 
features. Then, a CFM is leveraged to fuse time-difference 
feature information. The fused features are input into the 
bitemporal concatenation branch and Decoder. In addition 
to the stage-wise up-sampling as current decoders (Zhang 
et al. 2022), a GSFM is designed to ensure the comprehen-
sive extraction and fusion of diverse information inherent in 
features at different scales, achieving the effective utilization 
of multiscale spatiotemporal differential information.

In specific terms, our network takes bitemporal RGB 
images as input. To begin, we employ patch partitioning 
and linear embedding to predivide the original bitemporal 
images into patches and map the channel number to , where 
the feature map size is . Subsequently, within the Encoder, 
the features are separately propagated through these two het-
erogeneous branches. To enhance multi-scale feature extrac-
tion, both branches comprise four stages, each achieving a 
twofold spatial downsampling, with the temporal and chan-
nel dimensions remaining unchanged. The output of each 
stage in the bitemporal concatenation branch is fused with 
the information from the differencing branch through the 
CFM block, which is transmitted to the subsequent stage 
of the concatenation branch. Each CFM output is not only 
utilized within the bitemporal concatenation branch but also 
input to the corresponding stage of the Decoder to recover 
change information.

Then, similar to the Encoder, the Decoder con-
sists of three stages, with feature dimensions as 
f De
i

∈ ℝ
(H∕2i+1)×(H∕2i+1)×(2i−1C) , i ∈ {1, 2, 3} , i is the stage 

index. Each stage encompasses several STConvTrans units 
and a UM block (upsampling and merging block) (Zhang 
et al. 2022). Following the three stages, the multi-scale fea-
tures from the Decoder are fed into the GSFM, to establish a 
bottom-up approach for multi-scale feature propagation and 
fusion. Ultimately, the multiscale features are restored to 
Output ∈ ℝ

H×W×C through UM blocks and MLP to generate 
the change map.

STConvTrans

We notice that different land features have different seman-
tic representations (such as buildings and roads), and their 
scales may vary. Additionally, the rates and directions of 
their temporal changes may differ (for example, artificial 
structures and vegetation exhibit distinct local phenological 
characteristics). Moreover, global imaging condition differ-
ences (such as cloudy and sunny conditions) in bitemporal 
images can also confound changes in land features. There-
fore, in land change detection, attention should be paid not 
only to exploring the global and local semantic informa-
tion of land features in the multiscale representation of the 
encoder but also to organically integrate local differential 
information and global differential information in the mul-
tiscale representation process. Therefore, in the hierarchi-
cal representation process, we introduce a novel hybrid 
spatio-temporal convolution-Transformer feature extraction 
module, named STConvTrans (Spatio-Temporal Convolu-
tion and Transformer). It first uses self-attention to highlight 
the spatial semantic of land features and employs temporal 
convolution to emphasize the temporal semantic differences. 
As illustrated in Fig. 3, STConvTrans is composed of two 
operations:

1. Temporal independent spatial feature mapping: Given 
the input of temporally independent features concat-
enated at two moments (i.e., mainly referring to land 
cover semantic features) f C

1
 , f C

2
 , we use a pair of weight-

shared 3 × 3 spatial convolutions ( SConv ) to map the 
local detailed features f L

1
 , f L

2
 for each temporal instance. 

Subsequently, utilizing weight self-attention operations 
further captures the spatiotemporal information of f L

1
 , 

f L
2

 at a global scale, yielding the global spatiotemporal 
feature f G

1
 , f G

2
 . It is noted that the operation of weight 

sharing allows the convolution/self-attention to focus on 
extracting spatial features while alleviating interference 
from temporal information. Thus, f G

1
 , f G

2
 is sensitive to 

the local detailed land-cover changes and is also robust 
to the false alarms (e.g., shadow) caused by the viewing 
differences between different VHR images.
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2. Bitemporal relevant feature mining: To achieve temporal 
interaction and extract the global imaging differences 
of temporally sensitive land features, the f G

1
 , f G

2
 is fur-

ther input into a 1 × 1 temporal convolution ( TConv ) 
to enhance feature representation capabilities. Unlike 
conventional 1 × 1 convolutions acting on the channel 
dimension, TConv achieves information interaction 

between different times by operating on the temporal 
dimension.

STConvTrans can be employed as a universal module for 
change detection networks, with the feature size remaining 
unchanged before and after this module. The primary opera-
tion of STConvTrans is expressed by the following equation:

Fig. 2  Framework of the proposed HFNet
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where f C
1

 , f C
2

 is the input feature, f
st
 is the output feature, Att 

is a self-attention, SConv is a space convolution with shared 
weights, TConv is a temporal convolution.

Correlation Fusion Module

CFM consists of two main components: correlation inter-
action and temporal fusion, as illustrated in Fig. 4. In this 
process, the region for correlation interaction effectively 
couples the detailed information of bitemporal features and 
the change information of.

differential features by mapping and calculating the 
similarity between them. Then, the temporal fusion region 
achieves temporal information interaction of the fused 
bitemporal features through 3D convolution.

1. Correlation interaction: In response to the global 
bitemporal land cover semantic features, f P

i
 , from the pri-

mary branch, and the local features, f L1
i

 and f L2
i

 , from the 
auxiliary branch (where i represents the i stage output of 
the Encoder), CFM receives land cover semantic features 
f P
i

 and difference feature f Di
i

= f L1
i

− f L2
i

 . This is done to 
separately calculate the similarity information between the 
two temporal features and the difference feature; we first 
separate f P

i
 into bitemporal features f T1

i
 , f T2

i
 . Subsequently, 

the bitemporal features and differential features are mapped 

(1)fst = TConv(Att(SConv(f C
1
), (SConv(f C

2
))) through an MLP layer to reshape them into a new smoothed 

representation. Finally, pixel-wise multiplication is used to 
compute the similarity between each temporal feature and 
the differential feature. The correlation features are corre-
spondingly multiplied with the original corresponding tem-
poral features and the residual sum is obtained.

Due to each branch extracting different features, and 
there is some overlap in the information contained 
in different features, we need to use correlation cal-
culation to fully extract the independent information 
between different features and filter out semantically 
irrelevant information. This process can be seen as uti-
lizing prominent change information from the differen-
tial features to guide an increased focus on the change 
regions within the temporal features, thereby reduc-
ing redundant information. This approach facilitates a 
more effective fusion of detailed information from the 
bitemporal concatenation features and change informa-
tion from the differential features, thus leveraging the 
advantages of both strategies. It is worth noting that all 
MLP operations mentioned above for single-temporal 
features involve weight sharing. This is due to the Sia-
mese operation’s focus on spatial information while 
being insensitive to imaging condition differences and 
temporal features. The aforementioned steps can be 
expressed by the following formula:

Fig. 3  STConvTrans
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where f S1
i

 , f S2
i

 is the correlation of bitemporal images, f a1
i

 , 
f a2
i

 is the bitemporal feature with correlation, � is the Soft-
Max function, and ⊗ is element-wise multiplication.

2. Temporal fusion: The features from the two tempo-
ral phases are assumed to be mutually independent, which 
neglects the spatial and temporal interactions within the 
bitemporal features. Therefore, to attain a feature represen-
tation with enriched temporal change semantics, we aggre-
gate the outputs of the bitemporal features in the channel 
dimension. This operation ensures that the dimensions of the 
input and output features of the module are consistent. Sub-
sequently, these concatenated features are sequentially fed 
into spatial and temporal convolutions, facilitating the flow 
of information between the fused features of the bitemporal 
phases. In summary, CFM establishes correlations across 
different branches through an effective interaction mecha-
nism for the bitemporal images, which can thereby maxi-
mize the utilization of multi-source information, suppress 

(2)f S1
i

= 𝜎(MLP(f T1
i
)⊗MLP(f Di

i
))

(3)f S2
i

= 𝜎(MLP(f T2
i
)⊗MLP(f Di

i
))

(4)f a1
i

= 𝜎(f S1
i

⊗MLP(f T1
i
) +MLP(f T1

i
))

(5)f a2
i

= 𝜎(f S2
i

⊗MLP(f T2
i
) +MLP(f T2

i
))

irrelevant information interference, and enriching image 
feature representation.

Global Scale Fusion Module

As HFNet extracts features at different scales in each stage, 
and these features internally contain various information, in 
order to purposefully utilize the internal information at dif-
ferent scales and achieve efficient multi-scale feature fusion, 
we have proposed the GSFM, which fuses the outputs of 
different scales from each stage of the Decoder, as illustrated 
in Fig. 5.

Specifically, to achieve preliminary feature interaction, we 
combine the input features from Decoder at three different 
scales, denoted as f De

i
 (where i represents the i layer output 

of the Decoder), with the outputs from the Encoder, denoted 
as f En

4
 , resulting in the fused feature f S . Subsequently, we 

employ global average pooling (GAP) to compress the 
global spatial information into channel descriptors, to obtain 
features that encapsulate global channel information.

Furthermore, to consider characteristics at different 
scales, we selectively generate multi-scale global channel 
weights. We map the global channel features of various 
scales through MLP layers and Sigmoid function, aiming 
to learn the feature weights for each channel, adjust them, 
and reshape them into corresponding scale-specific global 
channel weights f GAP

i
 . This process can be expressed as:

Fig. 4  Correlation fusion module. It consists of the correlation inter-
action region and the temporal fusion region. The correlation interac-
tion region utilizes MLP to map the separated bitemporal features and 
difference features into a new smoothed representation. Subsequently, 
pixel-wise multiplication calculates the similarity between each tem-

poral feature and the difference feature. Finally, the calculated corre-
lation features are correspondingly multiplied with the original corre-
sponding temporal features and subjected to residual summation. The 
temporal fusion region achieves temporal information interaction for 
the fused bitemporal features through the use of 3D convolution
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where �sig represents Sigmoid, f GAP
i

 represents channels of 
different scales, and i indicates four scales, i ∈ {0, 1, 2, 3}.

Subsequently, to achieve attention between scales and 
allocate reasonable inter-scale weights, the interaction and 

(6)f GAP
i

= �sig(MLP(GAP(concat(f En
4
, f De
1

, f De
2

, f De
3

)))) recalibration of weights f GAP
i

 for different scales are con-
ducted through the SoftMax function � , resulting in new 
channel weights f W

i
∈ ℝ

1×C for each scale. Following this 
step, the channel weights f W

i
 of each scale are element-wise 

multiplied with their corresponding input features f De
i

 , fol-
lowed by a summation of residuals, to enhance attention 

Fig. 5  Global scale fusion module. It utilizes channel-wise summa-
tion with MLP for the fusion of input multiscale information and 
employs GAP to extract multi-scale global channel information. 
Subsequently, through combinations of multiple MLPs and Sigmoid 
functions, the multi-scale global channel information is recalibrated 
at each scale to adjust channel weights accordingly. Furthermore, 

GSFM redistributes channel weights at different scales using Soft-
Max for inter-scale weight reallocation, obtaining channel weight 
information with scale weights. This information is then multiplied 
and residual connected with original features at different scales. 
Finally, GSFM utilizes channel-wise summation with MLP for 
fusion, yielding output multi-scale features
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to key scales, suppress the influence of uninterested scales, 
thereby achieving the purpose of fully utilizing highly aggre-
gated information. Ultimately, the four resultant features f

i
 

are aggregated across the scale dimension and subsequently 
processed through an MLP to adjust the dimensionality to 
C , thereby obtaining the final output feature f

gs
∈ ℝ

H×W×C . 
This process can be represented as:

GSFM calculates attention within and between scales 
through global information embedding and adaptive recali-
bration. This establishes a bottom-up information exchange 
between layers, achieving efficient utilization of multi-scale 
information and full integration of multi-scale features.

Result and Discussions

To evaluate the performance of the proposed HFNet, we 
conducted a comparative analysis against six state-of-the-
art (SOTA) models on the CDD (Lebedev et al. 2018), 
WHU_CD (Ji et al. 2018), and SYSU_CD (Shi et al. 2021). 
Additionally, we conducted ablation experiments to assess 
the effectiveness of our proposed STConvTrans, CFM, and 
GSFM modules. Furthermore, we carried out comparative 
experiments focusing on the feature extraction module to 
evaluate the advantages of STConvTrans in comparison to 
other well-established feature extraction modules. Finally, 
we discussed the network’s parameter volume and compu-
tational time.

Datasets

The CDD dataset (Lebedev et al. 2018) was created using 
Google Earth imagery for change detection. It comprises 7 
pairs of satellite images with dimensions of 4725 × 2700 
and 4 pairs of images sized 1900 × 1900 , featuring seasonal 
variations. The spatial resolution ranges from 3 to 100 cm/
px. CDD encompasses diverse change features, including 
variations in natural objects and artificial changes. Follow-
ing Lebedev et al. (2018), we partitioned all 11 pairs of 
images into 16,000 pairs of bitemporal images, each sized 
256 × 256 , using rotations and cropping. Among these, 
10,000 pairs were assigned to the training set, while 3000 
pairs each were allocated to the validation and test sets.

WHU_CD (Ji et al. 2018) is a building change detec-
tion dataset. It consists of a pair of aerial images with 
32507 × 15354  pixels. WHU_CD documents the post-
earthquake reconstruction of the Christchurch region in 
New Zealand, capturing aerial images in 2012 and 2016. 

(7)fi = (𝜎(f GAP
i

)⊗ f D
i
)⊕ f D

i

(8)fgs = MLP(concat(f1, f2, f3, f4))

It encompasses 12,796 buildings (increased to 16,077 in 
2016) within a 20.5 square kilometer area. In line with 
Zhang et  al. (2022), we cropped the images into non-
overlapping pairs of size 224 × 224 , subsequently divid-
ing these bitemporal image pairs randomly into three sets: 
8060 pairs for training, and 1,007 pairs each for validation 
and testing.

SYSU_CD (Shi et al. 2021) consists of 20,000 pairs 
of high-resolution aerial images captured in Hong Kong 
between 2007 and 2014. Each image pair has dimensions 
of 256 × 256 pixels with a spatial resolution of 0.5 m. 
Notably, the dataset includes various significant change 
types: (a) new urban buildings, (b) suburban expansion, (c) 
construction zones, (d) vegetation changes, (e) road expan-
sion, and (f) marine construction. Among these, 12,000 
pairs of images serve as the training set, while 4000 pairs 
each are allocated to the validation and test sets (Shi et al. 
2021).

Evaluation Criteria and Experimental Setup

Evaluation Criteria

We assess the performance of CD results using four evalu-
ation criteria: Precision, Recall, F1-score, and Intersection 
over Union (IoU).

To compute these criteria, we first calculate TP (True 
Positive), TN (True Negative), FP (False Positive), and 
FN (False Negative). TP represents the count of correctly 
detected change pixels; TN denotes the count of correctly 
detected unchanged pixels. Additionally, FP indicates the 
count of unchanged pixels erroneously detected as change, 
while FN represents the count of change pixels errone-
ously detected as unchanged. After calculating TP, TN, FP, 
and FN, various accuracy metrics can be computed using 
them, defined as follows:

Precision: The accuracy of correctly detected change 
pixels.
Recall: The ratio of correctly detected change pixels 
among all actual change pixels.
F1-score: A balanced measure that combines precision 
and recall for binary classification models.
IoU: The ratio of the intersection to the union of true 
positive change pixels and detected change pixels.

Clearly, higher precision indicates fewer false positives, 
while higher recall indicates fewer false negatives. How-
ever, precision and recall can yield misleading estimates 
in the case of class imbalance. F1-score and IoU help 
overcome this issue, offering better insight into overall 
performance.
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Experimental Setup

PyTorch was used as the framework for all experiments, 
conducted on an NVIDIA GeForce RTX 3090 with 24 GB 
memory. In our experiments, end-to-end training was 
achieved through random initialization of all parameters. 
In the training of the model, Adam optimizer is used for 
fast convergence during training. The initial learning rate is 
set to 0.00005, the loss function employed is cross-entropy, 
the batch size is 8, and the global weight decay parameter 
is set to 1e-8. We also utilized a cosine annealing strategy 
for learning rate adjustment to facilitate rapid convergence 
during training. For data augmentation, only flip operations 
were applied to the training data.

Comparison to State‑of‑The‑Art Change Detection 
Methods

In this section, we compare HFNet with six SOTA change 
detection methods on the CDD, WHU_CD, and SYSU_CD. 
To demonstrate the advanced and comprehensive nature 
of our approach, we selected change detection methods 
employing various feature extraction techniques, including 
three pure convolutional approaches (FC-EF (Daudt et al. 
2018), FC-Siam-conc (Daudt et al. 2018), FC-Siam-diff 
(Daudt et al. 2018)), an attention-based method (STANet 
(Chen and Shi 2020a)), a Transformer-based method (Swin-
SUNet (Zhang et al. 2022)), and a hybrid CNN-Transformer 
approach (BIT_CD (Chen et al. 2021)), a method for setting 
up CNN Transformer dual branch lines (ACABFNet (Song 
et al. 2022)), a method with three encoders based on CNN 
(Bi-SRNet(Ding et al. 2022)), another method with three 
encoders based on CNN and Transformer (SCanNet(Ding 
et  al. 2024)), and a method based on deep supervision 
(IFN(Zhang et al. 2020)). These methods comprehensively 
cover the research status, demonstrating the improvements 
of our approach beyond these foundations.

Introduction of Comparative Methods

FC-EF (Daudt et al. 2018) (fully convolutional early fusion) 
is a UNet-based fully convolutional early fusion change 
detection model. It consists of 4 layers of Encoder and 4 
layers of Decoder, with corresponding skip connections. 
EF (early fusion) indicates that the bitemporal images are 
fused in the channel dimension before entering the network. 
FC-EF is a representative change detection method that com-
bines pure CNN and EF.

FC-Siam-Conc (Daudt et al. 2018) (Fully Convolutional 
Siamese-Concatenation) is a UNet-based fully convolutional 
Siamese-concatenation change detection model. Unlike 
FC-EF, FC-Siam-Conc employs a pair of Siamese networks 
to simultaneously extract features from the bitemporal 

images. In the Decoder, skip connections are used to con-
catenate the two feature maps of equal size from the Sia-
mese convolutional networks along the channel dimension. 
FC-Siam-Conc is a representative change detection method 
that combines pure CNN with image concatenation input.

FC-Siam-Diff (Daudt et al. 2018) (Fully Convolutional 
Siamese-Difference) is similar to FC-Siam-conc (Daudt et al. 
2018), being a UNet-based fully convolutional Siamese-
difference change detection model. It focuses on detecting 
differences between the bitemporal images. FC-Siam-Diff 
employs absolute difference values of the bitemporal images 
at each size for skip connections. FC-Siam-Diff is a repre-
sentative change detection method that combines pure CNN 
with image differencing input.

STANet (Chen and Shi 2020a) utilizes ResNet18 for 
feature extraction and employs pyramid spatiotemporal 
attention modules to acquire detailed information, which 
can effectively alleviate false positives and false negatives 
caused by registration errors.

BIT_CD (Chen et al. 2021) is a change detection method 
that combines Transformer with CNN. BIT employs ResNet 
for feature extraction, and then BIT_CD employs spatial 
attention to transform feature maps into a compact set of 
tokens. The subsequent step involves using Transformer to 
model context for the two tokens and reproject them into 
pixel space. Finally, feature difference maps are computed 
from the two enhanced feature maps and input to CNN for 
pixel-level change prediction.

SwinSUNet (Zhang et al. 2022) is a pure Swin-Trans-
former change detection approach with a Siamese UNet 
structure. It utilizes Swin-Transformer as the basic unit, 
including Encoder, Fusion, and Decoder. SwinSUNet is the 
first pure Transformer network for CD tasks, enabling better 
extraction of global spatiotemporal information and address-
ing the computational complexity issue in ViT (Dosovitskiy 
et al. 2020).

ACABFNet (Song et al. 2022) operates in parallel through 
CNN and Transformer branches, employing a bidirectional 
fusion method to integrate local and global features in the 
change detection process. It can effectively utilize both fine-
grained and global features of the images.

Bi-SRNet (Ding et al. 2022) uses a three-encoder-decoder 
architecture for change detection, where two CNN-based 
encoders extract semantic features and merge them through 
a temporal stacking method and a CNN-based deep CD unit 
encoder.

SCanNet (Ding et al. 2024) extracts temporal features 
and change representations through a three-encoder-decoder 
network, and then introduces Transformer to jointly learn 
spatio-temporal dependencies in token space.

IFN (Zhang et al. 2020) employs weight-shared paral-
lel streams to separately extract features from bitemporal 
images, followed by convergence of the two streams into a 
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change detection stream. Outputs at each stage of this stream 
are output for deep supervision, culminating in the genera-
tion of change maps at the end of the stream.

Results on the CDD Dataset

In Table 1, we present quantitative comparison results of 
our method on the CDD dataset against currently popular 
methods. The results in Table 1 demonstrate that our method 
achieves the highest scores across all evaluation criteria. 

Compared to classical CNN methods (namely, FC-EF, 
FC-Siam-Conc, and FC-Siam-Diff), our method shows an 
improvement of 30.5% to 37.2% in F1 score and 42.9% to 
50% in IoU. When compared to advanced Transformer mod-
els like BIT_CD and SwinSUNet, our method achieves a 
respective improvement of 2.1% and 3.8% in F1-Score and 
3.7% and 6.05% in IoU.

For a more intuitive understanding of the differences 
between our method and classical approaches, we provide 
visual change detection results for each method on the CDD 
dataset in Fig. 6. It is worth noting that the phenomena of 
WHU_CD and SYSU_CD are similar, so we focus on visu-
alizations of CDD. From the figure, it is evident that HFNet 
achieves superior results compared to the current SOTA 
methods. For instance, with the multi-scale information 
fusion capability of GSFM, HFNet effectively segments the 
complete outline of changed buildings, as shown in Fig. 6e. 
When it comes to small-scale changes, from f and g in 
Fig. 6, it can be observed that when facing smaller targets, 
HFNet can better distinguish change areas compared to other 
popular methods. Additionally, due to the Siamese differ-
ence branch of HFNet, which has the ability to eliminate 
phenological interference, HFNet exhibits strong robustness 
as shown in a of Fig. 6. As depicted in Fig. 6c and f, shad-
ows on buildings lead to missed detections and false alarms, 
which are significantly mitigated by HFNet, benefiting from 
the Siamese characteristics in STConvTrans.

Table 1  Quantitative evaluation of different approaches applied to the 
CDD dataset. The best values are indicated in italic (column wise)

Methods F1-score Precision Recall IoU

FC-EF 0.581 0.767 0.467 0.409
FC-Siam-Conc 0.648 0.815 0.538 0.480
FC-Siam-Diff 0.640 0.870 0.506 0.471
STANet 0.855 0.793 0.927 0.746
BIT_CD 0.932 0.943 0.921 0.872
SwinSUNet 0.915 0.938 0.894 0.844
ACABFNet 0.927 0.942 0.912 0.864
Bi-SRNet 0.866 0.801 0.942 0.763
SCanNet 0.907 0.892 0.921 0.829
IFN 0.898 0.874 0.922 0.814
HFNet 0.953 0.956 0.949 0.909

Fig. 6  Visualization results of comparison algorithms and our algo-
rithm on the CDD dataset, where white represents true positives, 
black represents true negatives, red represents false positives, and 

blue represents false negatives. a–g are seven sets of images selected 
from the CDD test set
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Results on the WHU_CD Dataset

Table 2 displays the quantitative comparison results of our 
method against current popular methods on the WHU_CD 
dataset. From the table, it can be seen that our method 
achieves the best results across the majority of categories. 
Furthermore, in terms of average criteria, our method out-
performs the second-best model SwinSUNet by 1.5% in 
F1-score and 2.9% in IoU. Although FC-EF and STANet 

achieve high recalls of 99.8%–99.9%, their F1-scores and 
IoU are significantly lower than those of our proposed 
method. This could be attributed to the presence of a sub-
stantial number of unchanged regions in the WHU-CD data-
set, leading to a wider range of false positives.

Figure 7 illustrates the change detection visual results 
for each method on the WHU_CD dataset. It is evident that 
WHU_CD focuses solely on detecting changes in buildings. 
In comparison to the current popular methods, HFNet accu-
rately identifies changed regions and their boundaries for 
both small clusters and large newly constructed buildings, 
as demonstrated in Fig. 7b, c, and g. This is attributed to the 
powerful multi-scale feature extraction capability of STCon-
vTrans and the multi-scale fusion capability of GSFM. In g 
of Fig. 7, it can be observed that the shadows of the build-
ings have a minimal interference with HFNet’s ability to 
extract building edges. This demonstrates the effectiveness 
of our method for datasets concerning building change.

Results on the SYSU_CD Dataset

Table 3 presents the results of various methods on the 
SYSU-CD dataset. It is observed that our method achieves 
the best results across most of the categories. Compared to 
the second-best model ACABFNet, our method outperforms 
with a 0.4% higher F1-score and a 0.4% higher IoU on aver-
age. However, it can be observed that the change detection 

Table 2  Quantitative evaluation of different approaches applied to 
the WHU_CD dataset. The best values are indicated in italic (column 
wise)

Methods F1-score Precision Recall IoU

FC-EF 0.895 0.817 0.998 0.810
FC-Siam-Conc 0.807 0.854 0.765 0.676
FC-Siam-Diff 0.888 0.864 0.913 0.799
STANet 0.854 0.745 0.999 0.744
BIT_CD 0.907 0.917 0.997 0.829
SwinSUNet 0.929 0.900 0.960 0.868
ACABFNet 0.869 0.901 0.839 0.769
Bi-SRNet 0.910 0.837 0.996 0.834
SCanNet 0.928 0.876 0.978 0.860
IFN 0.921 0.883 0.962 0.854
HFNet 0.946 0.926 0.967 0.897

Fig. 7  Visualization results of comparison algorithms and our algo-
rithm on the WHU_CD dataset, where white represents true posi-
tives, black represents true negatives, red represents false positives, 

and blue represents false negatives. a–g are seven sets of images 
selected from the WHU_CD test set
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capability of HFNet in SYSU_CD is evidently lower than 
that in CDD and WHU_CD. This might be attributed to the 
complexity of SYSU_CD dataset, which includes 6 types of 
complex change, and the Hong Kong region characterized 
by high-density urban structures and intricate backgrounds. 
This complexity introduces challenges such as building 
shadows, reflections, and occlusions, thus increasing the 
difficulty of change detection.

Figure  8 showcases the change detection visual 
results for each method on the SYSU_CD dataset. With 
a diverse range of target types in this dataset, these 
visualizations confirm the consistency of HFNet’s per-
formance with the results in Table 3. HFNet generates 
change maps with finer details, which are closer to the 
reference. Due to the ability of STConvTrans to extract 
and process global features, although all image pairs pre-
sented in Fig. 8 exhibit noticeable imaging differences, 
and HFNet demonstrates strong robustness in handling 
these variations. Figure 8a involves changes in roads and 
vegetation, Fig. 8b and c illustrate changes caused by 
boats, and Fig. 8f and g are related to building changes. 
From these images, we can see that compared to other 
methods, HFNet generates fewer detection errors, exhib-
its strong change detection capabilities for multiscale 
features, and predicts more accurate edges. In particu-
lar, in Fig. 8e, it can be seen that HFNet can effectively 
mitigate the impact of shadows in the bitemporal images 
and accurately detect change areas.

In summary, both quantitative and qualitative results 
affirm the applicability and superiority of HFNet, which 
has higher accuracy and lower false positives than other 
methods in the vast majority of cases.

Table 3  Quantitative evaluation of different approaches applied to 
the SYSU_CD dataset. The best values are indicated in italic (column 
wise)

Methods F1-score Precision Recall IoU

FC-EF 0.751 0.743 0.758 0.601
FC-Siam-Conc 0.764 0.825 0.710 0.618
FC-Siam-Diff 0.726 0.891 0.612 0.570
STANet 0.754 0.706 0.810 0.606
BIT_CD 0.765 0.916 0.716 0.619
SwinSUNet 0.758 0.802 0.719 0.611
ACABFNet 0.784 0.815 0.756 0.646
Bi-SRNet 0.738 0.634 0.884 0.585
SCanNet 0.777 0.707 0.863 0.635
IFN 0.755 0.712 0.805 0.607
HFNet 0.788 0.828 0.752 0.650

Fig. 8  Visualization results of comparison algorithms and our algo-
rithm on the SYSU_CD dataset, where white represents true posi-
tives, black represents true negatives, red represents false positives, 

and blue represents false negatives. a–g are seven sets of images 
selected from the SYSU_CD test set
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Mutual Enhancement of Semantic and Differential 
Features

To verify the effectiveness of the dual-branch structure 
in HFNet, experiments were conducted to analyze the 
mutual enhancement between the bitemporal concatena-
tion branch and Siamese differencing branch. The tested 
schemes included utilizing only the Siamese differencing 
branch, only the temporal concatenation branch, and inte-
grating both branches. In all experiments, multi-scale feature 
fusion methods involved stacking features across channels 
and using MLP to restore to the desired number of channels. 
This fusion method is defined in this paper as Catscale . The 
experimental results are shown in Table 4.

As shown in Table 4, the performance of the Siamese 
difference branch scheme alone is significantly inferior 
to that of the other schemes. One reason for this is that, 
although the difference scheme effectively highlights 
changes, it also retains a large amount of pseudo-change 
information, which prevents the model from accurately 
identifying true changes. When comparing Scheme 1 with 
Scheme 2, it is evident that utilizing solely the bitemporal 
concatenation branch yields significantly superior results 
compared to relying exclusively on the Siamese difference 
branch. However, it should be noted that although the Sia-
mese difference branch has its limitations, it can still gener-
ate valuable insights by emphasizing change areas. Most 
notably, Scheme 3 demonstrated superior performance, 
indicating that the dual-branch fusion strategy proposed 
in this study effectively harnesses the semantic features 
extracted from the bitemporal concatenation branch and the 
difference features obtained from the Siamese difference 
branch. This approach effectively addresses the issue of 
insufficient change information extraction and the difficulty 
in discerning pseudo-changes.

Ablation Study

To validate the rationality and effectiveness of the modules 
in HFNet, we conducted ablation experiments on the CDD 
dataset. We utilized the four aforementioned metrics to eval-
uate the impact of different components on change detec-
tion performance, and the ablation results are summarized 
in Table 5. In these experiments, we explored the effects of 
the three key components: STConvTrans, CFM, and GSFM.

Experiment 6 represents the complete HFNet change 
detection approach. In Experiment 1, the network feature 
extraction module employs the advanced universal module 
Swin Transformer. For the fusion method between branches, 
this experiment stacks features from different branches 
across the channel dimension and uses MLP to restore them 
to be consistent with the bitemporal features. This fusion 
method is defined as Catfeature . Consistent with the branch 
comparison experiment, this experiment employs Catscale 
for multi-scale feature fusion. Subsequently, Experiment 2 
modified the network feature extraction module to our pro-
posed STConvTrans. In Experiments 3, 4, and 5, the change 
detection networks were based on Experiment 6 with GSFM, 
STConvTrans, and CFM replaced by Catscale , Swin-Trans-
former, and Catfeature , respectively, to assess the influence 
of GSFM, STConvTrans, and CFM on the change detection 
capability of HFNet. The results of the ablation experiments 
are summarized as follows.

GSFM

Comparing the results of Experiment 3 and Experiment 6, 
using GSFM instead of Catscale leads to improvements in all 
evaluation criteria. Compared to Catscale , GSFM employs 
differential computation on information from different 
scales, enabling the network to have a more comprehensive 

Table 4  Quantitative evaluation 
of the different input schemes 
using the CDD dataset. The best 
values are indicated in italic 
(column wise)

ID bitemporal concat-
enation branch

Siamese difference 
branch

F1-score Precision Recall IoU

1 ∕ √ 0.766 0.871 0.684 0.621
2 √ ∕ 0.914 0.940 0.890 0.842
3 √ √ 0.929 0.944 0.915 0.868

Table 5  Quantitative evaluation 
of the ablation study results 
using the CDD dataset. The best 
values are indicated in italic 
(column wise)

ID STConvTrans CFM GSFM F1-score Precision Recall IoU

1 ∕ ∕ ∕ 0.929 0.944 0.915 0.868
2 √ ∕ ∕ 0.932 0.944 0.921 0.873
3 √ √ ∕ 0.944 0.954 0.935 0.895
4 ∕ √ √ 0.941 0.949 0.932 0.888
5 √ ∕ √ 0.945 0.945 0.945 0.896
6 √ √ √ 0.953 0.956 0.949 0.909
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capability in multi-scale feature extraction. Specifically, 
F1-Score increases by 0.9% and IoU increases by 1.4%. This 
indicates that simple summation fusion of features from dif-
ferent stages is not the optimal fusion strategy due to the 
varying content of features at different stages. In contrast, 
our GSFM can effectively extract differentiated information 
inherent in different scales and establish an efficient joint 
mechanism.

CFM

The comparison between Experiment 5 and Experiment 6 
reveals a significant enhancement in change detection per-
formance with the inclusion of CFM. On the CDD data-
set, the increase in F1 and IoU amounts to 0.8% and 1.3%, 
respectively. In HFNet, different branches extract different 
features, but they overlap to some extent. However, Catfeature , 
which simply concatenates branch features in the channel 
dimension, might overlook the distinctive characteristics of 
different branch features, potentially resulting in suboptimal 
feature combination. In contrast, CFM calculates correla-
tions among different features to extract temporally uncorre-
lated features and filter out irrelevant semantic changes. This 
underscores the significant role of CFM in more effectively 
fusing features from different branches.

STConvTrans

Compared to Experiment 4, Experiment 6 shows a 1.2% 
improvement in F1-Score and a 2.1% improvement in IoU. 
This indicates that, compared to the Swin Transformer, the 
spatiotemporal convolution in our proposed STConvTrans 
contributes to preserving the global differential information 
extraction capability while achieving temporal interaction 
and enhancing the local feature extraction ability. Notably, 
the performance improvement from STConvTrans in Experi-
ment 6 is significantly higher than that in Experiment 2. 
This indicates that effective inter-branch fusion and multi-
scale fusion can assist STConvTrans in more efficient feature 
representation.

Comparison to State‑of‑The‑Art Feature Extraction 
Module

To validate the advancement of STConvTrans, this sec-
tion compares STConvTrans with several state-of-the-art 
feature extraction modules, including Vision Transformer 
(ViT) (Dosovitskiy et al. 2020), Convolutional Vision Trans-
former (CvT) (Wu et al. 2021), Swin-Transformer (SwinT) 
(Liu et al. 2021), and Video-Swin-Transformer (3DSwin-T) 
(Liu et al. 2022b). These feature extraction modules have 
been widely used in the field of change detection (Chen 
et al. 2021; Huang et al. 2022; Zhang et al. 2022). To ensure 

fairness, consistent hyperparameters and evaluation criteria 
were employed, and the experiments were conducted on the 
CDD dataset using the HFNet framework. The comparative 
results are presented in Table 6.

From Table 6, it is evident that our proposed STCon-
vTrans outperforms the other feature extraction modules for 
all evaluation criteria. Specifically, compared to the state-
of-the-art 2D Transformer-based approach (Swin-T), our 
STConvTrans achieves improvements of 1.2% in F1-Score 
and 2.1% in IoU. This highlights STConvTrans’s ability to 
enhance change detection accuracy by combining the locally 
perceptive capabilities of CNN with the global attention of 
Transformers. In comparison with the approach that com-
bines 2D CNN with Transformers (CvT), our STConvTrans 
shows increments of 3.1% in F1-Score and 5.4% in IoU. This 
demonstrates that STConvTrans surpasses the simple con-
catenation of CNN and Transformer methods. Furthermore, 
when compared to the state-of-the-art 3D Transformer-based 
approach incorporating spatiotemporal features (3DSwin-
T), our STConvTrans achieves improvements of 1.5% 
in F1-Score and 2.5% in IoU. This confirms that STCon-
vTrans can not only effectively leverage the advantages of 
both CNN’s local receptive fields and Transformer’s global 
attention but also fully exploit the spatiotemporal features 
of bitemporal imagery.

Complexities of Feature Extraction Module

Furthermore, in this section, we validate the efficiency of our 
proposed STConvTrans by comparing its parameter count 
and training time per epoch. Considering both Tables 6 and 
7, we observe that STConvTrans achieves a 4.1% and 3.1% 
improvement in F1-Score over ViT and CvT, respectively, 
while requiring significantly less training time. When com-
pared to 3DSwinT, STConvTrans maintains a 1.5% F1-Score 
lead while remaining considerably lighter in terms of param-
eters and training time. This implies that STConvTrans can 
achieve accuracy improvements while keeping the network 
lightweight.

Although the parameter counts and training time of 
STConvTrans are slightly higher than those of Swin-T, this is 

Table 6  Quantitative comparison of STConvTrans change detection 
results on CDD with other SOTA feature extraction modules. The 
best values are indicated in italic (column wise)

Feature extraction 
modules

F1-score Precision Recall IoU

ViT 0.912 0.924 0.901 0.838
CvT 0.922 0.933 0.911 0.855
Swin-T 0.941 0.949 0.932 0.888
3DSwin-T 0.938 0.945 0.931 0.884
STConvTrans 0.953 0.956 0.949 0.909
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attributed to the integration of CNN in STConvTrans to effi-
ciently capture local features. CNN modules typically come 
with a certain parameter count and computational complex-
ity. However, considering that STConvTrans introduces an 
effective approach for spatiotemporal feature extraction, sur-
passing Swin-T’s performance by dynamically attending to 
neighboring elements and enhancing local feature extraction, 
the computational cost of STConvTrans remains reasonable.

Conclusion

In this study, we proposed a novel bitemporal-difference 
fusion method, HFNet, for change detection. Leveraging 
the complementary nature of bitemporal concatenated fea-
tures and difference features, we established a dual-branch 
network for bitemporal-difference fusion, enabling the 
simultaneous extraction of detailed bitemporal concat-
enated features and change information. To ensure effective 
interaction between the bitemporal and difference branches, 
fusion between them was performed at each stage, with the 
fused features fed into the bitemporal concatenated branch 
for further computation. Subsequently, we designed CFM 
to effectively couple bitemporal concatenated features and 
difference features, constructing a more robust inter-branch 
connection mechanism. In the decoder, we introduced a 
multiscale semantic information fusion module, GSFM, 
which allowed features of different scales to establish 
mutual dependencies between channels and scales. GSFM 
adaptively calculated weights and bridged the semantic gap 
across scales. In addition, recognizing the importance of 
both local and global contextual features in remote sensing 
image change detection, we proposed a hybrid CNN-Trans-
former feature extraction module, STConvTrans, to capture 
and integrate the local detailed features and long-distance 
relationships between bitemporal images.

Nonetheless, this study has limitations. As our experi-
ments involve multiple change detection branches, HFNet’s 
parameter count is relatively higher than other change detec-
tion networks. However, considering HFNet’s substantial 
performance advantages over SOTA methods through the 

effectively integrating bitemporal concatenated and differ-
ence features, its computational cost is acceptable. In future 
work, we plan to further optimize our network structure to 
reduce the parameter count and computational requirements.
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