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 A B S T R A C T

Recent advancements in change detection (CD) using fully-supervised methods have been significant; however, 
effectively applying CD in scenarios where labels are unavailable remains a challenge. To address this, our 
study introduces a new task, domain adaptive change detection (DACD), which transfers change knowledge 
from a labeled CD dataset (source domain) to an unlabeled CD dataset (target domain). In practice, two 
challenges hinder change knowledge transfer across domains: domain shifts, such as resolution differences 
and change semantic discrepancies, and imbalanced distribution between the minority change class and the 
dominant no-change class. To tackle these issues, we propose a novel Adversarial and Weighted Domain 
Adaptation (AWDA) framework for DACD. AWDA employs a Siamese encoder–decoder network shared 
between source and target domains to extract features and make predictions from bi-temporal remote sensing 
images. Moreover, AWDA incorporates three cross-domain learning strategies for learning domain-invariant 
CD representations: (1) supervised learning, which uses all the labeled data of the source domain to train the 
model to obtain initial CD capability, (2) domain adversarial training, which aligns the features between the 
source and target domains adversarially, and (3) class-weighted self-training, which dynamically computes 
and assigns class weights for the self-training on the unlabeled data of the target domain. The proposed 
AWDA effectively mitigates cross-domain shifts and preserves the integrity of the minor change class during 
knowledge transfer. To evaluate our method’s effectiveness, we conducted comprehensive experiments across 
four cross-domain CD scenarios using three well-known building CD datasets. The results demonstrate AWDA 
substantially enhances CD performance in the target domain, achieving IoU increase ranging from 13.64 to 
34.73, and significantly surpassing several competing domain adaptation methods. Our code will be available 
at https://github.com/zxt9/AWDA.
1. Introduction

As a fundamental task in Earth observation, change detection (CD) 
(Zhang et al., 2023b,a) is pivotal in analyzing changes on the Earth’s 
surface over different periods, using bi-temporal remote sensing image 
(RSI) pairs. It has a broad downstream applications in environmental 
monitoring  (Alesheikh et al., 2007; Liu et al., 2019; Decuyper et al., 
2022), resource management (Kennedy et al., 2009; Ngondo et al., 
2021), and disaster assessment  (Giustarini et al., 2012; Anniballe 
et al., 2018; Qing et al., 2022). Deep learning-based methods, reliant on 
extensive annotated training data, have marked a significant advance 
in CD tasks (Zhan et al., 2017; Mou et al., 2018; Wang et al., 2018; 
Shafique et al., 2022; Bai et al., 2023; Dong et al., 2024) due to 
their promising performance. However, the annotation of training data 
often requires substantial labor and time, posing challenges in practical 
scenarios with limited or no labels.
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To address this issue, our study introduces the concept of domain 
adaptation (DA) to the CD scenarios, termed as Domain Adaptive 
Change Detection (DACD) as shown in Fig.  1. DACD focuses on trans-
ferring change knowledge from a labeled CD dataset (source domain) 
where annotations are fully provided, to an unlabeled CD dataset 
(target domain) where labels are inaccessible. This task needs to bridge 
the gap between the two domains, leveraging the information from the 
labeled source domain to enhance CD performance in the unlabeled 
target domain.

However, two key challenges hinder the cross-domain change
knowledge transfer: (1) domain shifts between the two domains, such 
as various imaging sensors, different spatial resolutions, and diverse 
change semantics, and (2) imbalanced distribution between the non-
change and change classes, with non-change areas predominantly 
occupying the major pixels of RSI pairs and change areas comprising 
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Fig. 1. The illustration of DACD. The CD model is trained on a labeled source domain 
and transferred to an unlabeled target domain.

only the remaining small pixels. Both the issues significantly degrade 
the CD model’s ability to directly detect the change areas in the target 
domain. 

To address the challenges, this study proposes a novel DACD frame-
work termed Adversarial and Weighted Domain Adaptation (AWDA). 
AWDA employs a Siamese encoder–decoder network shared between 
the source and target domains to extract features and make predictions 
from the input RSI pairs. Moreover, AWDA integrates three essen-
tial cross-domain learning strategies to extract domain-invariant CD 
representations:

• Supervised Learning. It utilizes all labeled data from the source 
domain to train the model, aiming to establish its initial CD 
capability.

• Domain Adversarial Training. It uses an adversarial learning ap-
proach where a domain discriminator is trained to distinguish 
between source and target domain features, while the feature 
extractor is optimized to confuse the discriminator. This strategy 
enhances the extraction of domain-invariant features.

• Class-weighted Self-Training. To reduce prediction uncertainty of 
the unlabeled target domain, alongside addressing imbalanced 
class distribution, this strategy dynamically computes and assigns 
class weights during the self-training on the target domain, prior-
itizing the predictions of the minority class of change. Therefore, 
it promotes the class-balanced predictions in the target domain.

These three synergistic strategies enable AWDA to effectively transfer 
knowledge from a labeled source domain to an unlabeled target do-
main, mitigating domain-specific variations and enhancing the model’s 
adaptability in diverse DACD scenarios.

To assess the effectiveness of the proposed AWDA framework in 
DACD, we established four cross-domain CD scenarios based on three 
well-known CD datasets: LEVIR, WHU, and GZ. These scenarios in-
clude LEVIR→WHU, WHU→LEVIR, LEVIR→GZ, and WHU→GZ. Uti-
lizing these configurations, we conducted a thorough ablation study, 
hyper-parameter analysis, and comparative experiments.

To the best of our knowledge, our work is the first exploration on 
the cross-dataset CD task and we hope it is able to give some inspiration 
to future research, potentially broadening the application of CD in 
real-world scenarios.

The contributions are summarized as follows:

1. This study introduces a practical task of domain adaptive change 
detection (DACD), aiming to enable change knowledge transfer 
from a labeled source CD dataset to an unlabeled target CD 
dataset.

2. To reduce domain shifts and class imbalance during change 
knowledge from the source domain to the target domain, a 
novel Adversarial and Weighted Domain Adaptation (AWDA) 
framework is proposed for DACD.
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3. The proposed AWDA significantly enhances CD performance on 
the target dataset without requiring its labels, achieving IoU 
improvements ranging from 13.64 to 34.73. It offers a clear 
advantage over competing DA methods across different DACD 
scenarios. This improvement notably boosts the practicality and 
feasibility of DACD.

2. Related work

2.1. Domain adaptation

DA has raised great attention in recent years as its powerful ability 
to reduce the need for time-consuming annotations in target dataset. 
Its primary objective is to address the discrepancy among different 
domains, thereby enhancing model’s generalizability and transferabil-
ity. In the current era of deep learning, numerous DA techniques have 
been developed, and they can be roughly divided into: (1) Explicit-
alignment-based methods (Gretton et al., 2006; Huang et al., 2023a), 
which use some explainable strategies, such as feature alignment (Pan 
et al., 2010; Gretton et al., 2012a) and feature clustering (Tang et al., 
2020), to align the cross-domain features for reducing domain shifts. 
These methods rely on manually designed subspace representations 
and explicit alignment in the latent space across domains. While they 
offer interpretability and control over the alignment process, their 
reliance on handcrafted subspaces can limit flexibility and scalability 
in complex scenarios; (2) Adversarial-training-based methods  (Long 
et al., 2015; Ganin et al., 2016; Zhao et al., 2020; Chen et al., 2022; 
HassanPour Zonoozi and Seydi, 2023; Qu et al., 2024b), which aim 
to implicitly align source and target domain distributions using two 
networks: a generator that extracts features from both domains to 
confuse a discriminator, and a discriminator that attempts to distin-
guish between them. These methods provide an automated approach 
to cross-domain alignment and do not require labels for target do-
main. However, they often struggle with imbalanced class distributions, 
leading to suboptimal alignment for underrepresented classes; and (3) 
Self-training-based methods (Kumar et al., 2020; Huang et al., 2023a; 
Lee and Lee, 2023; Zhao et al., 2024), which optimize the network 
using pseudo-labels generated for the target domain to guide training. 
These methods effectively reduce prediction uncertainty and enhance 
performance on the target domain. Nevertheless, they generally assume 
that the labeled and unlabeled data share the same distribution, which 
can limit their applicability in scenarios with significant domain dis-
crepancies. A detailed analysis of some certain methods used in the 
DACD experiments is provided in Section 4.8.

DA has been first employed in classification task (Gretton et al., 
2006; Kang et al., 2019; Liang et al., 2021; Zhang et al., 2023c; Li 
et al., 2023; Zhou et al., 2024). For example, Maximum Mean Dis-
crepancy (MMD) (Pan et al., 2010; Gretton et al., 2006, 2012a) is a 
method for measuring difference between two probability distributions. 
In transfer learning, minimizing MMD helps models adapt to different 
data distributions without requiring either source or target labels. A 
task-specific boundary alignment method was introduced to align the 
distributions between the source and target domains (Saito et al., 
2018). A progressive feature alignment network (Chen et al., 2019) was 
designed to leverage cross-domain class consistency and address intra-
class variance in the target domain. Domain consensus clustering was 
developed to enhance discriminative clustering in the target domain 
by utilizing sample-level and semantic-level domain consensus knowl-
edge (Li et al., 2021). Recently, a source domain expansion strategy 
was presented to embed a robust prior by integrating pseudo-source 
data early in the adaptation process (Westfechtel et al., 2024).

Later, DA has been further performed on semantic segmentation 
tasks (Li et al., 2019; Guo et al., 2021; Xia et al., 2023; Zeng et al., 
2024). A self-training-based DA architecture was presented (Zou et al., 
2018), incorporating a class-balanced self-training strategy to address 
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the issue of imbalanced class semantic transfer. A multi-source adver-
sarial domain aggregation network was proposed (Zhao et al., 2019) to 
facilitate adaptation from synthetic data to real-world data. A custom-
designed network, DAFormer, was introduced (Hoyer et al., 2022) to 
explore the transfer capabilities of Transformers for semantic segmen-
tation. An adaptive dual-path learning method was developed (Cheng 
et al., 2023), leveraging two mutually reinforcing paths to enhance 
adaptation ability. Additionally, a pseudo-label refinement network 
based on Fourier-based adaptation and contrastive learning was pro-
posed (Zhao et al., 2024), enabling the online refinement of pseudo 
labels for DA in semantic segmentation.

2.2. Change detection

Over the past years, CD has garnered considerable attention ow-
ing to its substantial practical applications. As the dominant of this 
field, deep learning-based CD methods  (Daudt et al., 2018; Zhang 
et al., 2020; Qu et al., 2023; Ning et al., 2024) have demonstrated 
encouraging performance. Fully-supervised learning methods typically 
require large amounts of annotated data for model training. For in-
stance, Daudt et al. (2018) designed three fully convolutional neural 
network frameworks for CD trained from scratch in an end-to-end 
manner. Based on UNet (Ronneberger et al., 2015) architecture, Zheng 
et al. (2021) introduced Cross Layer Blocks (CLBs) for better integra-
tion of multi-level and multi-scale information.  Chen et al. (2021) 
presented a transformer-based model to connect the semantic concepts 
across a Siamese-based spatiotemporal domain. Besides, to alleviate the 
heavy dependence on labels, semi-supervised change detection (SSCD) 
(Peng et al., 2020; Bandara and Patel, 2022; Yuan et al., 2024; Zuo 
et al., 2024; Huang et al., 2023b) utilizing both the scarce labeled 
data and the abundant unlabeled data for model training have also 
been developed. For example, Zhang et al. (2023b) proposed a model-
free feature-prediction alignment (FPA) method for SSCD, of which 
prediction and feature alignments are designed to efficiently reduce the 
prediction uncertainty of unlabeled data. They further developed a joint 
self-training and rebalanced consistency learning (ST-RCL) approach to 
mitigate the adverse impact caused by the imbalanced distribution and 
rotation non-equivariance issue in SSCD. However, SSCD still needs a 
few labeled data to help the CD model obtain preliminary CD ability, 
limiting its rapid employment in unlabled scenes.

Recently, there have been some attempts on reducing domain shifts 
between bi-temporal images of CD within the same dataset. For in-
stance, some work attempted to reduce domain shifts caused by seasons 
(Kou et al., 2020; Huang and Zhang, 2024). A multi-source CD net-
work was proposed in Zhang et al. (2022) to handle the diversity 
between SAR and optical images by using DA constraints to align 
diverse data into a unified deep feature space. A supervised DA ar-
chitecture (Liu et al., 2022) was proposed for cross-domain CD within 
the same datasets, which employs a dual adaptation approach modi-
fying feature and image attributes. A cycle-refined multi-decision joint 
alignment network was designed to mitigate the domain shifts in UDA 
hyperspectral CD (Qu et al., 2024a).

There are notable differences between the aforementioned SSCD, 
cross-domain CD, and the DACD approach proposed in this paper. SSCD 
focuses on leveraging unlabeled data that shares the same distribution 
as labeled data for model training, with both labeled and unlabeled data 
typically originating from the same dataset. Cross-domain CD, on the 
other hand, addresses the challenge of reducing domain shifts between 
pre-change and post-change images within the same dataset, where the 
training set is fully labeled. In contrast, our DACD approach seeks to 
transfer change detection knowledge from a fully-labeled source CD 
dataset to an unlabeled target CD dataset, enabling effective adaptation 
across datasets.
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3. Adversarial and weighted domain adaptation for change detec-
tion

This section starts by defining the essential notations in DACD. Next, 
the encoder–decoder-based CD model is introduced. Then, three cross-
domain learning strategies of AWDA are introduced in details, with 
a summary of the whole training procedure. The overall workflow of 
AWDA is shown in Fig.  2.

3.1. Notations

In the context of DACD, we define two distinct yet relevant domains 
(datasets): (1) a source domain, symbolized as 𝑠 = {(𝐱𝑠𝑎, 𝐱

𝑠
𝑏, 𝐲

𝑠)}𝑁𝑠
𝑛=1, 

which includes both RSI pairs and their labels, and (2) a target domain, 
denoted as 𝑡 = {(𝐱𝑡𝑎, 𝐱

𝑡
𝑏)}

𝑁𝑡
𝑛=1, comprising solely RSI pairs without 

labels. In this notation, 𝐱𝑎 and 𝐱𝑏 represent a pair of RSIs, one taken 
before an event (pre-event image) and the other after (post-event 
image), while 𝐲𝑖 denotes the associated pixel-wise label map, with 𝑁
indicating the number of samples in each dataset. The label map 𝐲
contains two values, [0,1], representing the classes of non-change and 
change, respectively.

For the CD model, our study employs an encoder–decoder-based 
Siamese network, consisting of three modules: (1) an encoder 𝑥 that 
extracts bi-temporal difference feature maps from RSI pairs, (2) a class 
decoder 𝑦 that projects these feature maps into pixel-wise prediction 
maps of change and non-change, and (3) a domain discriminator 𝑑
that projects the feature maps into either source or target domain.

3.2. Encoder-decoder CD architecture

As previously mentioned, both the source and target domains utilize 
the same encoder–decoder CD model, adhering to a uniform process 
for feature extraction and change prediction. A convolutional neural 
network (CNN)-based encoder is first used to derive feature maps from 
a bi-temporal RSI pair (𝐱𝑎, 𝐱𝑏). After it, the decoder enriched with a 
pyramid pooling module (PPM) as introduced by Zhao et al. (2017) and 
several upsampling modules as detailed by Shi et al. (2016) is employed 
to transform these feature maps into a change prediction map.

Firstly, the encoder 𝑥 is applied to a bi-temporal RSI pair, com-
prising a pre-event image 𝐱𝑎 ∈ 𝐻×𝑊 ×3 and a post-event image 𝐱𝑏 ∈
𝐻×𝑊 ×3, to extract two individual feature maps 𝐟𝑎 ∈ 𝐻∕𝑠×𝑊 ∕𝑠×𝐶 and 
𝐟𝑏 ∈ 𝐻∕𝑠×𝑊 ∕𝑠×𝐶 . This process is mathematically represented as 
⎧

⎪

⎨

⎪

⎩

𝐟𝑎 = 𝑥(𝐱𝑎),
𝐟𝑏 = 𝑥(𝐱𝑏),
𝐟𝑑 = |

|

𝐟𝑎 − 𝐟𝑏|| .
(1)

Here, 𝐻 ×𝑊  denotes the spatial dimensions of the image, 𝐶 represents 
the feature dimension, and 𝑠 is the spatial shrinking ratio, determined 
by certain CD backbones. Absolute difference operation, |

|

𝐟𝑎 − 𝐟𝑏||, is 
utilized to compute the temporal difference feature map 𝐟𝑑 , which can 
capture the essential variations between two temporal states.

Then, the decoder 𝑦 decodes the difference feature map 𝐟𝑑 into a 
logit map of change activation 𝐩 ∈ 𝐻×𝑊 ×2, where the dimension 2 
represents the two classes of change and non-change. This operation 
can be formulated as 
𝐩 = 𝑦(𝐟𝑑 ). (2)

Finally, the change logit map 𝐩 undergoes the 𝚂𝚘𝚏𝚝𝚖𝚊𝚡 normaliza-
tion to a probability map �̂�. It ensures that the probabilities for the two 
classes of change and non-change at each location sum up to 1. The 
expression of this process is formulated as 

�̂�𝑖𝑗 = 𝚂𝚘𝚏𝚝𝚖𝚊𝚡(𝐩𝑖𝑗 ) =
𝑒𝒑𝑖𝑗

∑2
𝑘=1 𝑒

𝐩𝑠𝑖𝑗𝑘
, (3)

where [𝑖, 𝑗] is the spatial location index.
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Fig. 2. The workflow AWDA for domain adaptive change detection. It consists of three key cross-domain learning strategies: (1) Supervised learning, optimized by 𝑠𝑢𝑝, utilizes 
all labeled data from the source domain to train the model and establish initial CD capability; (2) Domain adversarial training, optimized by 𝑑𝑚𝑛, aligns cross-domain features 
adversarially to extract domain-invariant features; and (3) Class-weighted self-training, optimized by 𝑐𝑤𝑠𝑡, dynamically computes and assigns class weights for the self-training on 
unlabeled data of the target domain to reduce their prediction uncertainty with respect to class imbalance.
3.3. Supervised learning of source domain

In supervised learning, the CD model is trained by all the training 
data of the source domain. For a source RSI pair (𝐱𝑠𝑎, 𝐱𝑠𝑏), its difference 
feature map 𝐟 𝑠𝑑 can be obtained by Eq. (1), and then its change prob-
ability map �̂�𝑠 is generated by Eqs. (2)–(3). The probability map �̂�𝑠
is utilized to optimize the CD model through Cross-Entropy (CE) loss, 
which is mathematically formulated as 

𝑠𝑢𝑝(𝐺𝑥, 𝐺𝑦) =
1

𝐻𝑊

𝐻
∑

𝑖=1

𝑊
∑

𝑗=1
𝙲𝙴[𝐲𝑠(𝑖, 𝑗), �̂�𝑠(𝑖, 𝑗)]. (4)

It ensures that the CD model, 𝑥-𝑦, learns from the labeled data of the 
source domain and acquires a preliminary CD ability. However, due 
to the domain shifts, the CD model cannot be directly adapted to the 
target domain without DACD.

3.4. Adversarial learning between source and target domains

In Section 3.2, each source RSI pair (𝐱𝑠𝑎, 𝐱𝑠𝑏) and each target RSI 
pair (𝐱𝑡𝑎, 𝐱𝑡𝑏) can generate a source difference feature map 𝐟 𝑠𝑑 and a 
target difference feature map 𝐟 𝑡𝑑 by Eq. (1), respectively. There are 
domain shifts between 𝐟 𝑠𝑑 and 𝐟 𝑡𝑑 , hindering model generalization across 
datasets. To reduce domain shifts at the feature level, This subsection 
introduces adversarial learning between 𝐟 𝑠𝑑 and 𝐟 𝑡𝑑 based the strategy of 
Gradient Reversal Layer (GRL) (Ganin et al., 2016).

First, the domain discriminator 𝐺𝑑 classify whether the extracted 
difference feature map 𝐟𝑑 originates from the source or target domain. 
Given 𝐟𝑑𝑠  and 𝐟𝑑𝑡 , 𝐺𝑑 outputs the corresponding domain probability dis-
tributions 𝐺𝑑 (𝐟 𝑠𝑑 ) and 𝐺𝑑 (𝐟 𝑡𝑑 ), respectively. Then, a domain adversarial 
loss 𝑑𝑚𝑛 is calculated and minimized to encourage the discriminator 
𝐺𝑑 to correctly classify domain origins. The loss is formulated as 
𝑑𝑚𝑛(𝐺𝑥, 𝐺𝑑 ) = −E𝐟𝑠𝑑

[log𝐺𝑑 (𝐟 𝑠𝑑 )] − E𝐟 𝑡𝑑
[log(1 − 𝐺𝑑 (𝐟 𝑡𝑑 ))]. (5)

However, directly using 𝑑𝑚𝑛 to optimize the encoder 𝐺𝑥 shared 
between source and target domains would unexpectedly enlarge the 
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domain shifts between 𝐟 𝑠𝑑 and 𝐟 𝑡𝑑 . To reversely promote 𝐺𝑥 to extract 
domain-invariant features, the GRL is used to reverse the gradients 
propagated during their backpropagation between 𝐺𝑑 to 𝐺𝑥 as 
𝜕𝑑𝑚𝑛
𝜕𝐟 𝑠𝑑

,
𝜕𝑑𝑚𝑛

𝜕𝐟 𝑡𝑑
= −𝜆 ⋅

𝜕𝑑𝑚𝑛
𝜕𝐺𝑑 (𝐟 𝑠𝑑 )

,−𝜆 ⋅
𝜕𝑑𝑚𝑛

𝜕𝐺𝑑 (𝐟 𝑡𝑑 )
. (6)

Here, 𝑑𝑚𝑛 represents the above domain adversarial loss. 𝜕𝑑𝑚𝑛
𝜕𝐺𝑑 (𝐟𝑠𝑑 )

 and 
𝜕𝑑𝑚𝑛
𝜕𝐺𝑑 (𝐟 𝑡𝑑 )

 are the original gradients of the loss with respect to 𝐺𝑑 (𝐟 𝑠𝑑 )
and 𝐺𝑑 (𝐟 𝑡𝑑 ). The term 𝜆 is a scalar controlling the strength of gradient 
reversal, following a ramp-up strategy from 0 to 1 based on the ratio 
of current iterations to total iterations as 
𝜆 = 2

1 + 𝑒−10⋅
𝑐𝑢𝑟𝑟_𝑖𝑡𝑒𝑟
𝑡𝑜𝑡𝑎𝑙_𝑖𝑡𝑒𝑟𝑠

− 1. (7)

As a result, the GRL-based domain adversarial training effectively 
redistributes gradients to promote domain-invariant feature extraction 
by 𝐺𝑥. By reversing the gradients of domain discrimination, 𝐺𝑥 is en-
couraged to update its parameters in a manner that minimizes domain-
specific differences captured by 𝐺𝑑 . This process facilitates the learning 
of domain-invariant features, improving the model’s generalization 
capability.

3.5. Class-weighted self-training of target domain

To further reduce the prediction uncertainty of the CD model on 
the target domain, it is helpful to employ self-training) on the target 
domain. As discussed in Section 1, imbalanced distribution between 
change and non-change could cause the model to exhibit significant 
bias towards the majority class of non-change during training. To 
mitigate this issue, we develop a novel approach called Class-weighted 
Self-training (CWST). It integrates an adaptive class weight strategy, 
which dynamically computes class-specific weights for non-change and 
change based on their convergence difficulty, into the self-training 
framework.
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3.5.1. Adaptive class weight calculation
The adaptive class calculation strategy consists of the following 

three steps: (1) computing the average class probabilities of the source 
domain within each mini-batch, (2) employing Exponential Moving Av-
erage (EMA) to continuously update these batch class average probabil-
ities towards the corresponding global class average probabilities, and 
(3) translating the global class average probabilities to corresponding 
class weights.

Batch Average Class Probability. During each mini-batch of the 
source domain with the batch size set to 𝐵, there exists a batch com-
prising prediction probabilities �̂� = [�̂�1, �̂�2,… , �̂�𝐵] and corresponding 
labels 𝐘 = [𝐲1, 𝐲2,… , 𝐲𝐵], and it can generate class average probabilities 
𝒑𝑐𝑢𝑟 ∈ 2. The average class probability within this mini-batch can use 
the following formulation: 

𝒑𝑐𝑢𝑟(𝑐) =
∑𝐵

𝑏=1
∑𝐻

𝑖=1
∑𝑊

𝑗=1 �̂�(𝑏, 𝑖, 𝑗) ⋅ 1[𝐘(𝑏, 𝑖, 𝑗) = 𝑐]
∑𝐵

𝑏=1
∑𝐻

𝑖=1
∑𝑊

𝑗=1 1(𝐘(𝑏, 𝑖, 𝑗) = 𝑐)
, (8)

where 𝑐 represents the class index, which is either 0 or 1. The expres-
sion 1[𝐘(𝑏, 𝑖, 𝑗) = 𝑐] constitutes an indicator function, the value of which 
is 1 when 𝐘(𝑏, 𝑖, 𝑗) = 𝑐, and 0 otherwise. It can calculate the class-wise 
average probability value in �̂� for all the pixels where 𝑦 equals class-𝑐.

Global Average Class Probability. In order to enhance the stability 
of the representation of class probabilities, the batch average class 
probabilities 𝒑𝑐𝑢𝑟 are updated to their corresponding global average 
class probabilities, denoted as 𝒑𝑔𝑙𝑏, which are initialized with 1, as 

𝒑𝑔𝑙𝑏(𝑐) = 𝛼𝒑𝑔𝑙𝑏(𝑐) + (1 − 𝛼)𝒑𝑐𝑢𝑟(𝑐), (9)

Where 𝛼 is the updating momentum, the value of which is set to 0.99. 
It is worthy of note that class-𝑐 shall not be updated when the class 
does not exist during the current iteration.

Class Weight. Based on the stable global average class probabilities 
𝒑𝑔𝑙𝑏, we can translate them to corresponding class weight denoted as 
𝒘 ∈ 2 at difference stages during training. For class-𝑐, its weight 𝒘(𝑐)
is calculated by 

𝒘(𝑐) = 1

𝒑𝑔𝑙𝑏(𝑐)
2(1− 𝑐𝑢𝑟𝑟_𝑖𝑡𝑒𝑟

𝑡𝑜𝑡𝑎𝑙_𝑖𝑡𝑒𝑟𝑠 )+1
, (10)

where the weight 𝒘(𝑐) decreases as 𝒑𝑔𝑙𝑏(𝑐) increases. In other words, 
as the CD model’s confidence in the predictions of class-𝑐, 𝒑𝑔𝑙𝑏(𝑐), 
grows stronger, the assigned weight for the class, 𝒘(𝑐), decreases 
correspondingly. Besides, 𝒘(𝑐) is a monotonically decreasing function 
with training iterations. When the current iteration approaches the total 
iterations, there exists approximately 𝒘(𝑐) → 1

𝒑𝑔𝑙𝑏(𝑐)
.

3.5.2. Class-weighted self-training
After obtaining the class weight 𝒘, we can assign it to the self-

training of the unlabeled target domain. Inspired by the workflow of 
FixMatch (Sohn et al., 2020), a classical paradigm in semi-supervised 
learning, we use two spatial-aligned for robust self-training. The two 
branches include a weakly-augmented target RSI pair (𝐱𝑡𝑎, 𝐱𝑡𝑏) and a 
strongly-augmented target RSI pair (𝐱𝑠𝑡𝑎 , 𝐱𝑠𝑡𝑏 ).

In this study, the weakly-augmented RSI pair (𝐱𝑡𝑎, 𝐱𝑡𝑏) equals that 
introduced in Section 3.4. Its probability prediction map, denoted as 
�̂�𝑡, can be obtained using Eqs. (1)–(3). Subsequently, its pseudo-label 
map �̂�𝑡 ∈ 𝐻×𝑊  at the location [𝑖, 𝑗] is generated as 
�̂�𝑡(𝑖, 𝑗) = arg max

𝑐={0,1}
�̂�𝑡(𝑖, 𝑗, 𝑐), (11)

The strongly-augmented RSI pair (𝐱𝑠𝑡𝑎 , 𝐱𝑠𝑡𝑏 ) is generated from (𝐱𝑡𝑎, 𝐱𝑡𝑏)
by some random strong augmentations represented as , which is 
formulated as 
𝐱𝑠𝑡𝑎 , 𝐱

𝑠𝑡
𝑏 = (𝐱𝑡𝑎),(𝐱𝑡𝑏), (12)

where  is two connected intensity augmentations randomly selected 
from a strong augmentation list (Cubuk et al., 2020), following the 
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setting of FPA (Zhang et al., 2023b). The probability prediction map 
of (𝐱𝑠𝑡𝑎 , 𝐱𝑠𝑡𝑏 ), denoted as �̂�𝑠𝑡, can be obtained via Eqs. (1)–(3) as that of 
(𝐱𝑡𝑎, 𝐱

𝑡
𝑏).

For a target RSI pair, after obtaining the probability maps of weakly- 
and strongly-augmented versions, ̂𝐩𝑡 and ̂𝐩𝑠𝑡, along with its pseudo-label 
map �̂�𝑡, the class-weighted self-training loss is calculated as 

𝑐𝑤𝑠𝑡(𝐺𝑥, 𝐺𝑦) =
1

𝐻𝑊

𝐻
∑

𝑖=1

𝑊
∑

𝑗=1

𝒘[�̂�𝑡(𝑖, 𝑗)] ⋅ 1[�̂�𝑡(𝑖, 𝑗) > 𝜏] ⋅ 𝙲𝙴[�̂�𝑡(𝑖, 𝑗), �̂�𝑠𝑡(𝑖, 𝑗)].

(13)

Here, we utilize the pseudo-labels from weakly-supervised RSI pairs to 
supervise the predictions of strongly-augmented RSI pairs. To mitigate 
the influence of noisy pseudo-labels, only those with high confidence 
are selected, determined by the indicator function 1[�̂�𝑡(𝑖, 𝑗) > 𝜏]. 
Additionally, the weight 𝒘[�̂�𝑡(𝑖, 𝑗)] of the pseudo-label class at position 
(𝑖, 𝑗) is assigned to guide the self-training process at this point. When 
the term 𝒘 is absent, the loss simplifies to the normal self-training loss 
of FixMatch, denoted as 𝑠𝑡.

3.6. Overall loss and training procedure

The overall loss of the proposed AWDA is the sum of the supervised 
loss of source domain 𝑠𝑢𝑝, the domain adversarial loss 𝑑𝑚𝑛, and the 
class-weighted self-training loss 𝑐𝑤𝑠𝑡, as 
 = 𝑠𝑢𝑝 + 𝑑𝑚𝑛 + 𝑐𝑤𝑠𝑡. (14)

The whole training procedure of the proposed AWDA for DACD is 
summarized in Algorithm 1.

Algorithm 1 Training procedure of AWDA
Input: source domain 𝑠, target domain 𝑡, encoder-decoder-based CD 

model 𝑥-𝑦, domain discriminator 𝑑 , epoch number 𝑁𝑒𝑝𝑜𝑐ℎ, 
iteration number of each epoch 𝑁𝑖𝑡𝑒𝑟

for 𝑒𝑝𝑜𝑐ℎ ← 1 to 𝑁𝑒𝑝𝑜𝑐ℎ do
for 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 ← 1 to 𝑁𝑖𝑡𝑒𝑟 do

Data Processing: sample source RSI pairs, sample and 
transform target RSI pairs via Eq.  (12);
Supervised Learning of Source Domain: calculate the super-
vised loss 𝑠𝑢𝑝 between source RSI pairs and their labels via 
Eqs. (1)-(4);
Cross-domain Adversarial Learning: calculate the domain ad-
versarial loss 𝑑𝑚𝑛 between source RSI pairs and target RSI 
pairs via Eqs. (1) and (5)-(7);
Class-weighted Self-training of Target Domain:

 (I) Adaptive Class Weight Calculation: calculate class weights 
via Eqs. (8)-(10);
 (II) Class-weighted Self-training : assign the class weights to 
the self-training on the target domain and therefore calculate 
class-weighted self-training loss 𝑐𝑤𝑠𝑡 via Eqs. (11)-(13);
Model Optimization: calculate the overall loss 𝑠𝑢𝑝 + 𝑑𝑚𝑛 +
𝑐𝑤𝑠𝑡 via Eq.  (14) and use it to optimize 𝑥-𝑦-𝑑 .

end 
end 
Output: optimized CD model 𝑥-𝑦

4. Experiments

4.1. Datasets

Three building CD datasets, WHU (Ji et al., 2018), GZ (Peng et al., 
2020), and LEVIR (Chen and Shi, 2020), are utilized for constructing 
cross-domain CD scenarios in experiments to verify the cross-domain 
CD performance of the model. Their characteristics and training/vali-
dation/test splits are summarized in Table  1. Each dataset is randomly 
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Table 1
Detailed characteristics of three used datasets.
 Dataset LEVIR WHU GZ  
 Image mode RGB RGB RGB  
 Capturing time 2002–2018 2012–2016 2006–2019  
 Included area Texas (America) Christchurch (New Zealand) Guangzhou (China)  
 Pixel ratio of change 4.67% 4.33% 8.5%  
 Spatial resolution 0.5 m/pixel 0.075 m/pixel 0.55 m/pixel  
 Original size 1024 × 1024 32507 × 15354 1006 × 1168 - 4936 × 5224 
 Original image pairs 637 1 19  
 Cropped size 256 × 256 256 × 256 256 × 256  
 Cropped image pairs 10 192 7437 3603  
 Ratio of train:Validation:Test 6:2:2 6:2:2 6:2:2  
 Pairs of train:Validation:Test 6115:2038:2039 4460:1486:1488 2161:720:722  
Fig. 3. Examples from the LEVIR, WHU, and GZ datasets are displayed. The pre-temporal images, the post-temporal images, and the corresponding ground truths are in the first 
row, the second row, and the third row, respectively.
split into training, validation, and test sets without overlapping. From 
the perspective of domain shifts, it can be found that the datasets 
exhibit significant variations, ranging from spatial resolution differ-
ences (from 0.55 m/pixel in GZ to 0.075 m/pixel in WHU) to regional 
differences (from Texas to Guangzhou). These disparities underscore 
the diversity in change semantics across different datasets.

Based on the three datasets, we constructed four cross-domain sce-
narios fo DACD, including: LEVIR→WHU, LEVIR→GZ, WHU→LEVIR, 
and WHU→GZ, where the former serves as source domain and the 
latter serves as target domain. In each scenario, the labeled training set 
from the source domain and the unlabeled training set from the target 
domain are utilized for model training. Meanwhile, the validation and 
test sets of the target domain are employed for model selection and 
evaluation (see Fig.  3).

4.2. Evaluation metrics

Five commonly-used CD evaluation metrics are employed to assess 
the performance of all the methods in the experiments: Recall, Pre-
cision, Intersection over Union (IoU), F1-Score (F1), and the Kappa 
coefficient (Kappa). The IoU, F1, Recall, and Precision metrics are 
measured on a scale from 0 to 100%, while the Kappa coefficient 
ranges between −1 and 1. For all these metrics, a higher value indicates 
superior CD performance. They are formulated as 

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃
𝐹𝑁 + 𝑇𝑃

, (15)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃
𝐹𝑃 + 𝑇𝑃

, (16)

𝐼𝑜𝑈 = 𝑅𝑒𝑐𝑎𝑙𝑙 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 − 𝑅𝑒𝑐𝑎𝑙𝑙 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

, (17)

𝐹1 = 2 × 𝑅𝑒𝑐𝑎𝑙𝑙 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 , (18)

𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
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𝑂𝐴 = 𝑇𝑃 + 𝑇𝑁
𝐹𝑃 + 𝐹𝑁 + 𝑇𝑃 + 𝑇𝑁

, (19)

𝑃𝑅𝐸 =
(𝑇𝑁 + 𝐹𝑁) × (𝐹𝑃 + 𝑇𝑁)
(𝑇𝑁 + 𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃 )2

+
(𝑇𝑃 + 𝐹𝑃 ) × (𝐹𝑁 + 𝑇𝑃 )
(𝑇𝑁 + 𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃 )2

,
(20)

𝐾𝑎𝑝𝑝𝑎 = 𝑂𝐴 − 𝑃𝑅𝐸
1 − 𝑃𝑅𝐸

, (21)

where 𝑇𝑁 and 𝑇𝑃  denote the accurately identified counts of un-
changed and changed pixels, respectively. On the other hand, 𝐹𝑁
represents the count of changed pixels that are erroneously classified 
as unchanged, and 𝐹𝑃  corresponds to the total number of unchanged 
pixels incorrectly identified as changed. This study focuses on the area 
of change, therefore, only the metrics of the change class are calculated 
and reported.

4.3. Experimental settings

In comparison experiments, all the competing methods including 
our method use Dilated ResNet50 (He et al., 2016) pre-trained on 
ImageNet (Deng et al., 2009) as the Siamese encoder to extract features 
with the spatial shrinking ratio 𝑠 set to 4. The architecture of all the 
decoders, including the domain decoder, class decoder, and domain-
class decoder, is identical, with the only difference being the number 
of outputs in the final layer. The detailed architecture of each decoder 
comprises the following sequence: a 3 × 3 convolution layer followed 
by a ReLU activation, an upsample layer, and a final 1 × 1 convolution 
layer. Throughout, the middle feature dimensions are uniformly set to 
32. The threshold 𝜏 in Eq. (13) is set to 0.95 for all the adaptation 
scenarios.

For objective comparison, the encoder–decoder model is consis-
tently trained across all methods for a total of 50 epochs, using a 
mini-batch size of 8; the discriminators of the comparison methods 



X. Zhang et al.

f
s
e
i
d
u
G

4

A
b
i
m
l
o
i
c
w

t
t
m
t
S
f
d
c
w
i
i
f
t
i
f
m
c

C
w
v

t
s
e
f
s
D
t
a
e

i
t
m

ISPRS Journal of Photogrammetry and Remote Sensing 224 (2025) 398–409 
Table 2
Ablation study of the proposed AWDA with ResNet50 as the encoder backbone in two cross-domain CD scenarios.

Source→Target LEVIR→WHU LEVIR→GZ

𝑠𝑢𝑝 𝑑𝑚𝑛 𝑠𝑡 𝑐𝑤𝑠𝑡 IoU F1 Kappa Rec. Pre. IoU F1 Kappa Rec. Pre.

✓ 49.64 66.35 0.6492 58.07 77.38 27.52 43.16 0.4055 29.14 83.16
✓ ✓ 50.92 67.48 0.6585 67.75 67.21 36.79 53.80 0.5109 40.00 82.11
✓ ✓ 11.08 19.96 0.1898 11.43 78.75 49.33 66.07 0.6333 59.22 74.71
✓ ✓ ✓ 59.73 74.79 0.7362 69.72 80.64 58.38 73.72 0.7156 66.91 82.07
✓ ✓ ✓ 70.73 82.85 0.8202 80.51 85.34 62.25 76.73 0.7483 69.24 86.03
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ollow their original literature with the same learning rates of adver-
arial learning. The training on the encoder–decoder-based CD model 
mploys Stochastic Gradient Descent (SGD) as the optimizer, with an 
nitial learning rate of 0.01, which decreases according to a weight 
ecay of 1×10−4 and a momentum of 0.9. All experiments are conducted 
sing PyTorch 1.9.0 and are performed on two GeForce RTX 2080Ti 
PUs.

.4. Ablation study and effects of AWDA

To verify the effectiveness of each component of the proposed 
WDA, we conducted its ablation studies with ResNet50 as its encoder 
ackbone. As introduced in Section 3.6, there are three losses in AWDA, 
ncluding the supervised loss of source domain 𝑠𝑢𝑝 (SUP module), do-
ain adversarial loss 𝑑𝑚𝑛 (DMN module), class-weighted self-training 
oss of target domain 𝑐𝑤𝑠𝑡 (CWST module). To further study the effect 
f adaptive class weighting, the self-training loss without class weight 
n Eq. (13), i.e., 𝑠𝑡, is compared with 𝑐𝑤𝑠𝑡. Ablation studies are 
arried out on two DACD scenarios of LEVIR→WHU and WHU→GZ, 
ith experimental results provided in Table  2.
It was observed that compared to the base method of SUP, neither 

he individual DMN nor the ST/CWST contributes to stable and effec-
ive performance improvement. Simply applying AT to ST, i.e., AS+ST, 
akes a limited improvement of IoU in LEVIR→WHU from 49.64 
o 50.92. What is more, directly adding the naive ST module to 
UP, SUP+ST, even results in a significant decline in performance 
rom 49.64 to 11.08 in LEVIR→WHU. These results reveal that in-
ividual feature alignment or self-training cannot achieve effective 
hange knowledge transfer in complicated cross-domain scenarios, 
here both domain shifts and class imbalance exist. When implement-
ng the SUP+DMN+ST configuration, there is a noticeable performance 
mprovement. For example, its IoU increases significantly by 10.09, 
rom 49.64 to 59.73 in the LEVIR→WHU scenario. Such results verify 
he importance of jointly reducing domain shifts and alleviating class 
mbalance. Finally, with the employment of CWST, the complete AWDA 
ramework, SUP+DMN+CWST, achieves the stably optimal perfor-
ances in both cross-domain scenarios. This highlights the efficacy of 
ross-domain feature alignment and class rebalancing.
To further explore how the proposed AWDA improves cross-domain 

D performance, based on the cross-domain CD scenario LEVIR→WHU, 
e examine its effects from two perspectives that align with our moti-
ations:
(1) Reducing domain shifts. As depicted in Fig.  4, we analyze 

he cosine similarity of the mean feature embeddings between the 
ource and target domains. The results illustrate that the DMN module 
ffectively mitigates domain shifts, leading to improved cross-domain 
eature similarity. However, the ST module noticeably decreases the 
imilarity from 0.8946 in SUP to 0.8777 in SUP+ST. Interestingly, when 
MN and ST are combined (SUP+DMN+ST), the similarity is restored 
o 0.8958. Finally, the integration of all modules (SUP+DMN+ST) 
chieves the highest similarity of 0.9208. These findings underscore the 
fficacy of AWDA’s sub-modules in minimizing cross-domain shifts.
(2) Alleviating class imbalance. Self-training on the target domain 

s a prevalent strategy within DA methods, ideally aimed at reducing 
he uncertainty of predictions. However, the introduction of the ST 
odule dramatically degrades CD performance in the target domain. 
o
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ig. 4. Cosine similarity of the mean change feature values between source and target 
omains across various AWDA variants in the cross-domain CD scenario LEVIR→WHU. 
igher similarity values indicate smaller domain shifts.

ig. 5. IoU value varies with Recall and Precision in LEVIR→WHU for different 
omponents of AWDA.

o investigate the potential reasons for this, in Fig.  5, we plot the IoU 
long with its contributing factors, Recall and Precision, as described in 
q. (17). The figure demonstrates that the overall model performance, 
.e., IoU, is constrained by Recall while Precision remains stably high. 
he low Recall value of SUP+ST suggests that the CD model exhibits 
 bias towards non-change, demonstrating significant class imbalance 
hen relying solely on self-training. Fortunately, the integration of 
WST effectively reverses this phenomenon, enhancing Recall to a 
imilar level at Precision. These results further demonstrate the effect 
f the whole AWDA in alleviating class imbalance in DACD.

.5. Class weight of AWDA

In the proposed AWDA, class weight 𝒘 that varies with the cor-
esponding global class probability 𝒑 during training is essential for 
ddressing class imbalance in DACD. To intuitively demonstrate the 
djustment effect, the weights for non-change and change classes are 
lotted against their class probabilities in Fig.  6.
It can be observed that the weight of the non-change class is slightly 

ver 1 due to its high probability being close to 1. In contrast, the 
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Fig. 6. Weights of non-change and change calculated in Eq. (9) vary with their global 
probabilities calculated in Eq. (10) at different training epochs in two DACD scenarios.

weight of the change class rapidly climbs to a peak value of more 
than 6 during the first few epochs, driven by its low probability and 
low confidence. Subsequently, this weight gradually decreases as the 
class probability increases. These results demonstrate that the proposed 
class-wise weighting strategy effectively mitigates class imbalance, as 
evidenced by the reduced class probability gap between non-change 
and change.

4.6. Effects of different class weighting strategies

One of the key motivations of this paper is to address class imbal-
ance, which negatively impacts the performance of change detection 
when transferring knowledge from the source domain to the target 
domain. To further investigate the effects of class imbalance, this 
study evaluates two additional class weighting strategies in the source 
domain: (1) Fixed Weight. This approach assigns constant weights to 
the non-change and change classes, with a higher weight allocated to 
the change class compared to the non-change class. Their weight sum 
is equal to 1. (2) Decaying Weight. This strategy applies a gradually 
decreasing weight to the change class, starting from 0.95 and reducing 
to 0.5 according to the formula 𝑤𝑐 = 0.95 − 0.45

(

curr_iter
total_iters

)2
. The 

complementary weight is assigned to the non-change class, calculated 
as 𝑤𝑛𝑐 = 1−𝑤𝑐 . These strategies aim to provide a deeper understanding 
of how class imbalance influences the model’s performance.

Their results on LEVIR→WHU and LEVIR→GZ are reported in Table 
3, in comparison with our AWDA. With a weight ratio of 0.5:0.5, 
which corresponds to the baseline method, the CD performance in 
the target domain deteriorates significantly, characterized by a much 
lower recall compared to the corresponding precision. For instance, in 
the LEVIR→GZ scenario, the recall is only 29.14, while the precision 
reaches 83.16. Assigning a higher weight to the change class effectively 
reduces the gap between recall and precision, leading to improved 
performance metrics such as IoU, F1-score, and Kappa. Notably, the 
best performance in the target domain is observed with weight ratios 
in the range of 0.1:0.9 to 0.2:0.8 for fixed weight. Both the fixed weight 
and decaying weight strategies effectively improve change detection 
performance in the target domain; however, the fixed weight strategy 
requires more precise tuning of hyperparameters to achieve optimal 
results. Compared to the two weighting methods applied in the source 
domain, our AWDA, which performs the weighting operation in the 
target domain, achieves higher recall and precision. This demonstrates 
the importance of further self-training in the target domain.

Overall, the comparison of different weighting strategies highlights 
the necessity of class weighting for DACD and underscores the advan-
tages of applying further weighting training in the target domain.
405 
4.7. Comparison experiments

To objectively assess the effectiveness of the proposed AWDA
method, we compared it against eight other methods, including one 
baseline and seven advanced DA techniques across four DACD sce-
narios: LEVIR→WHU, LEVIR→GZ, WHU→LEVIR, and WHU→GZ. To 
ensure a fair comparison, all the experiments were conducted using 
the same ResNet50 encoder backbone by default, unless otherwise 
specified. The comparison methods are:

• OnlySrc. This method utilizes the entire training dataset exclu-
sively from the source domain for supervised training. It serves as 
the baseline for comparison in all subsequent methods, Its results 
are based on DeepLabV3+ with ResNet50 as the backbone.

• OnlySrc-HRNet & OnlySrc-SegFormer. Both methods adopt the 
same training settings as OnlySrc but utilize different backbones. 
Specifically, OnlySrc-HRNet employs HRNet-V2 (Wang et al., 
2020), which has been previously applied to CD (Zhang et al., 
2023b), while OnlySrc-SegFormer utilizes SegFormer-B1
(Xie et al., 2021).

• FixMatch (Sohn et al., 2020). It is a classical semi-supervised 
learning paradigm, and it is compared in this study to investigate 
the effect of cross-domain self-training on the target domain.

• MMD (Gretton et al., 2012b). It measures differences between 
probability distributions. Minimizing MMD helps models adapt to 
different data distributions without requiring labeled information.

• DANN (Ganin et al., 2016). It uses gradient reversal layers to 
achieve domain adversarial learning between source and target 
domains.

• CLAN (Luo et al., 2019), abbreviated as category-level adversarial 
network. It prioritize category-level alignment during domain 
adversarial training.

• STADA (Liang et al., 2023), abbreviated as self-training adver-
sarial DA. It combines naive self-training and domain adversarial 
training for RS cross-domain semantic segmentation.

• AdaptSegNet (Tsai et al., 2018). It conducts domain adversarial 
training in the output space to directly align the predicted label 
distributions between source and target domains.

• MemoryAdaptSegNet (Zhu et al., 2023). Based on AdaptSegNet, 
it embeds an invariant feature memory module to store domain-
level context information, which is integrated with a category 
attention-driven module to augment pixel representations.

Comparison results are shown in Tables  4 and 5. In general, the 
proposed AWDA surpasses all the other comparison approaches across 
all four adaptation scenarios. For instance, it attains an IoU score of 
70.73 in LEVIR→WHU, thereby achieving a gain of 18.1 compared 
with the suboptimal method MemoryAdaptSegNet. In WHU→GZ, it 
achieves an IoU value of 50.43 which has an obvious advantage of 
13.02 over the second-best method FixMatch. In LEVIR→GZ, it makes 
an enhancement in Kappa coefficient from 0.6333 to 0.7483 compared 
with the suboptimal approach FixMatch. It should be emphasized that 
our AWDA shows an improvement ranging from at least 13.64 to 34.74 
in IoU compared to the OnlySrc method, which indicates the definite 
superiority of our approach.

Although FixMatch and DANN occasionally demonstrate notable 
performance, their results are generally unstable. For instance, Fix-
Match achieves an IoU score of 49.33 on the LEVIR→GZ adaptation 
task, outperforming the OnlySrc method by 21.81 points. However, its 
performance drops significantly in LEVIR→WHU, where it only attains 
an IoU score of 11.09, trailing OnlySrc by 38.55 points. In contrast, our 
proposed AWDA method consistently outperforms all baselines across 
the four adaptation scenarios, demonstrating its superior robustness.

Some visual examples of optimization-related methods (based on 
ResNet50-DeepLabV3+, by default) are provided in Fig.  7. Compared 
with other methods, our AWDA demonstrates consistent and reliable 
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Table 3
Performance comparison of different class weighting strategies for OnlySrc in domain-adaptive change detection experiments.
 Source→Target LEVIR→WHU LEVIR→GZ

 IoU F1 Kappa Rec. Pre. IoU F1 Kappa Rec. Pre.  
 

Fixed weight

0.05:0.95 52.96 69.25 0.6769 70.29 68.23 40.95 58.11 0.5460 53.59 63.47 
 0.1:0.9 54.55 70.59 0.6904 74.57 67.02 49.15 65.90 0.6278 65.42 66.39 
 0.2:0.8 55.19 71.12 0.6964 73.15 69.20 46.53 63.51 0.6072 54.82 75.47 
 0.3:0.7 51.35 67.86 0.6639 62.67 73.98 36.74 53.73 0.5097 40.29 80.65 
 0.5:0.5 (baseline) 49.64 66.35 0.6492 58.07 77.38 27.52 43.16 0.4055 29.14 83.16 
 Decaying weight 0.95→0.5 55.87 71.69 0.7036 68.09 75.70 43.60 60.72 0.5694 63.13 58.49 
 Our AWDA 70.73 82.85 0.8202 80.51 85.34 62.25 76.73 0.7483 69.24 86.03 
Table 4
Comparison results when LEVIR works as the source domain with ResNet50 as the encoder backbone.
 Source→Target LEVIR→WHU LEVIR→GZ

 Method IoU F1 Kappa Rec. Prec. IoU F1 Kappa Rec. Prec.  
 OnlySrc 49.64 66.35 0.6492 58.07 77.38 27.52 43.16 0.4055 29.14 83.16 
 OnlySrc-HRNet (Zhang et al., 2023b) 53.44 69.65 0.6823 66.03 73.70 33.75 50.47 0.4772 36.62 81.16 
 OnlySrc-SegFormer (Xie et al., 2021) 53.55 69.75 0.6842 62.70 78.58 37.34 54.38 0.5156 41.41 79.15 
 MMD (Gretton et al., 2012b) 47.61 64.51 0.6302 56.06 75.96 21.57 35.48 0.3317 22.30 86.73 
 FixMatch (Sohn et al., 2020) 11.09 19.96 0.1898 11.43 78.75 49.33 66.07 0.6333 59.22 74.71 
 DANN (Ganin et al., 2016) 50.92 67.48 0.6585 67.75 67.21 36.79 53.80 0.5109 40.00 82.11 
 CLAN (Luo et al., 2019) 45.60 62.63 0.6127 49.68 84.71 24.00 38.71 0.3617 25.34 81.94 
 STADA (Liang et al., 2023) 4.63 8.86 0.0822 4.78 60.53 12.95 22.94 0.2084 13.61 73.02 
 AdaptSegNet (Tsai et al., 2018) 48.31 65.14 0.6368 56.43 77.04 29.44 45.49 0.4296 30.85 86.55 
 MemoryAdaptSegNet (Zhu et al., 2023) 52.63 68.97 0.6771 58.54 83.92 31.47 47.87 0.4523 33.49 83.88 
 Our AWDA 70.73 82.85 0.8202 80.51 85.34 62.25 76.73 0.7483 69.24 86.03 
Table 5
Comparison results when WHU works as the source domain with ResNet50 as the encoder backbone.
 Source→Target WHU→LEVIR WHU→GZ

 Method IoU F1 Kappa Rec. Prec. IoU F1 Kappa Rec. Prec.  
 OnlySrc 25.86 41.09 0.3811 40.85 41.34 36.79 53.79 0.5024 46.59 63.62 
 OnlySrc-HRNet (Zhang et al., 2023b) 20.46 33.98 0.3086 31.93 36.30 32.55 49.11 0.4448 48.44 49.80 
 OnlySrc-SegFormer (Xie et al., 2021) 15.22 26.42 0.2471 17.30 55.87 36.81 53.81 0.5077 42.39 73.64 
 MMD (Gretton et al., 2012b) 24.50 39.36 0.3666 35.12 44.77 31.78 48.23 0.4442 40.61 59.39 
 FixMatch (Sohn et al., 2020) 18.20 30.80 0.2884 21.52 54.19 37.41 54.45 0.5105 46.27 66.14 
 DANN (Ganin et al., 2016) 35.29 52.17 0.4978 51.19 53.19 35.76 52.68 0.4935 43.05 67.84 
 CLAN (Luo et al., 2019) 26.41 41.78 0.3941 35.02 51.78 34.10 50.86 0.4747 41.14 66.60 
 STADA (Liang et al., 2023) 5.34 10.13 0.0928 5.61 52.16 11.28 20.27 0.1854 11.59 80.64 
 AdaptSegNet (Tsai et al., 2018) 25.93 41.18 0.3847 37.74 45.30 30.15 46.33 0.4242 38.69 57.72 
 MemoryAdaptSegNet (Zhu et al., 2023) 28.89 44.82 0.4197 45.48 44.19 34.24 51.02 0.4714 45.09 58.74 
 Our AWDA 51.85 68.29 0.6655 73.41 63.84 50.43 67.05 0.6478 54.19 87.93 
Table 6
Analysis of the proposed AWDA and other comparison methods in Tables 3, 4, and 5.
 Method Paradigm Performance Reason  
 OnlySrc-HRNet, 
OnlySrc-SegFormer, 
OnlySrc

Source domain training based on different 
models

Low recall, high precision → low 
IoU/F1/Kappa

Change information is weaken
from source to target domains 
due to class imbalance.

 

 Fixed-weight OnlySrc & 
Decaying-weight 
OnlySrc

Class-weighted source domain training More improved recall, slightly reduced 
precision → higher IoU/F1/Kappa

Change information is enhanced
in target domain by 
source-domain class weighting 
training.

 

 MMD Source domain training + cross-domain 
global distribution alignment

Lower recall, slightly higher precision →
lower IoU/F1/Kappa

Unstable explicit cross-domain 
alignment under the interference 
of class imbalance.

 

 CLAN, STADA, 
AdaptSegNet, 
MemoryAdaptSegNet

Source domain training + iterative 
cross-domain adversarial training at 
different levels

Unstable recall and precision → unstable 
IoU/F1/Kappa

Unstable implicit cross-domain 
alignment under the interference 
of class imbalance.

 

 DANN Source domain training + gradient-reversal 
cross-domain adversarial training

Mostly increased recall and slightly reduced 
precision → mostly increased IoU/F1/Kappa

Relatively stable cross-domain 
alignment with smooth one-step 
gradient reversal operation.

 

 FixMatch Source domain training + target domain 
self-training

Mostly much lower recall, higher precision 
→ mostly lower IoU/F1/Kappa

Class imbalance is exacerbated
when existing domain shifts.

 

 Our AWDA Source domain training + cross-domain 
adversarial training + target domain 
self-training

Significantly improved recall and precision 
→ overall increased IoU/F1/Kappa

Adaptive class-balanced
target-domain self-training with
stable domain shift reduction.
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Fig. 7. Some sample visualizations obtained from different comparison methods including our AWDA. The 1–2 rows, 3–4 rows, 5–6 rows, and 7–8 rows respectively show the 
samples in the adaptation scenarios of LEVIR→WHU, LEVIR→GZ, WHU→LEVIR, and WHU→GZ, respectively.
predictions for change areas with low uncertainty, benefiting from 
its class-weighted self-training strategy. Among the comparative meth-
ods, MemoryAdaptSegNet achieves relatively recognizable predictions, 
however, it nonetheless exhibits challenges, including blurred edges 
and undetected change areas.

4.8. Discussions

To further discuss experimental results of the proposed AWDA and 
the comparison methods in Section 4.7 as well as the source-domain 
weighting strategies in Section 4.6, we summarize their characteristics 
as shown in Table  6.

Despite the promising CD capabilities of the proposed AWDA frame-
work, several limitations remain, with potential solutions to be ex-
plored in future work: (1) Lack of explainability in the change detection 
process, which could be improved through semantic-guided strategies; 
and (2) Blurry edge detection, particularly for buildings, which could be 
addressed using object-aware consistency strategies. For instance, the 
segmented parts obtained from Segment Anything (Kirillov et al., 2023) 
can be treated as the same objects to facilitate consistency learning.

5. Conclusion

In this paper, we introduce a novel and practical research topic 
termed Domain Adaptive Change Detection (DACD). DACD aims to 
transfer a CD model, trained on a labeled source domain (dataset), to 
an unlabeled target domain, thus eliminating the need for labels in the 
target domain. To address the challenges of domain shifts and class 
imbalance, which hinder the effective transfer of change knowledge, 
we propose a novel Adversarial and Weighted Domain Adaptation 
(AWDA) framework for DACD. Extensive experimental results demon-
strate that the proposed AWDA framework effectively and accurately 
detects change areas in the target domain, significantly outperforming 
several advanced DA methods.
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